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Abstract— Neural Networks have a wide range of applications in the area of gesture recognition. This research gives a method to recognize 

English alphabets from A to Z in real-time using Neural Networks from a database of signs performed by a signer using a camera. A feature 

vector giving the dimensions of each sigh is calculated and processed using Neural Networks. The methodology is carried out using MATLAB 

7.0 software.  
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I. INTRODUCTION 

Many researches have been carried out to recognize hand 

gestures. The different methods used so far include Hidden 

Markov Models [6], Sequential search Algorithms etc. Some 

used colored gloves and biomechanical characteristics [1] to 

recognize hand gestures. Sign Language gesture recognition 

means recognition of signs of letters (in this case English 

Alphabets). In [9] the signs of Arabic Language have been 

carried out which follows the same methodology with slight 

differences. 

Sign Language recognition will be helpful for the hearing 

impaired community to communicate with the normal people 

and normal people who do not know the sign language can use 

this method to convey their message. Thus, this research aims 

to reduce the communication gap between deaf people and 

normal people. 

 
Fig- 1: Signs of English Alphabets 

 

While designing this method many factors should be taken 

into consideration for example determining sign boundaries, 

occlusion, sensitivity, background condition and co-

articulation that is mixing of preceding and subsequent 

images. 

In this paper the first part gives the methodology of how the 

process is done. Next part gives the back propagation 

algorithm which is used in Neural Networks. The concluding 

parts gives the results and analysis of this method.  

II. METHODOLOGY 

Following Fig 1 shows the signs of all English letters from 

A to Z. A database is created which consists of total 26 signs 

which are performed by the signer.  

The methodology of this research includes four stages (Fig 

2) which can be summarized as data collection and image 

acquisition, image processing feature extraction and finally 

gesture recognition. 

 

 
 

Fig -2: Design Steps 
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A. DATA COLLECTION AND IMAGE ACQUISITION 

Stage one image acquisition is done using a digital camera 

and hand gestures are performed by participants. Next the 

feature extraction stage comes. Finally, stage four is concerned 

with using feed forward Neural Networks with back 

propagation for the gesture recognition purpose. Images were 

captured using a colored digital camera, each one of them was 

resized to 256 × 256 pixels, and image processing was 

performed using Matlab 7.10. 

 The image processing toolbox in Matlab represents color 

images as RGB (red, green, blue) values directly in an RGB 

image, which is then transformed to grey images. Some 

morphological operations are then applied to the grey images 

for removing deformities in them so that they can be applied 

for feature extraction. 

 

B. FEATURE EXTRACTION 

A parallelism exists between the feature extraction layer 

and the neural network layer. As a general practice, always the 

feature vector of the objects are derived all at a time and then 

sent as input to the first layer of network. The feature vector 

computation involves time and memory. In general, as the 

output classes are increased and the nonlinearity of 

differentiation in the classes increases, more feature vectors 

are necessary for the object recognition technique. The feature 

vector is a single row column matrix of N elements. These n 

elements are stored as shown in Fig. 3: 

 
Fig- 3: Feature vector 

 

The virtual LED display in matlab is considered to be 7x5. 

35 features are extracted from the edge image of every 

alphabet sign and a database is created. The neural network 

will be trained with this database and when a test image is 

given as an input to the neural network, the neural network 

will compare the test image with the database and give the 

specific output. Figure 4 shows the output of the feature 

extraction stage which includes the input image, binary image, 

edge image and the alphabet image which is a 7x5 pixel array. 

C. GESTURE RECOGNITION 

Neural Network Architectures  

 

Two main types of neural networks architectures can be 

used. Feed forward networks and recurrent networks. In this 

research, we have used four layered feed forward neural 

network with 16 neurons in the input layer, 50 neurons in the 

1
st
 hidden layer, 50 neurons in the 2nd hidden layer and 35 

neurons in the output layer. More number of neurons results in 

increased performance. 

 

Feed-Forward Neural Networks  

 

Feed forward neural networks are the most popular and 

most widely used models in many applications. In this 

architecture each neuron in one layer has directed connections 

to the neurons of the subsequent layer; there are no links 

between neurons in the same layer neither with any of the 

previous layers [21]. The data flow in a strictly forward 

behavior. Since single-layer neural network has limited 

capabilities regarding pattern recognition; a multilayer feed 

forward neural network will be used.  

 

Multilayer Feed forward Neural Networks  

 

A multilayer feed forward network has a layered structure. 

The input layer where its neurons serve only as distribution 

points, one or more hidden layers of computation neurons, and 

the output layer [22].  

 Units in each layer receive their input from units from a 

layer directly below and send their output to units in a layer 

directly above the unit which means that the values only move 

from input to hidden to output layers; no values are fed back to 

earlier layers. Multilayer neural net-works have proven their 

ability to solve many difficult problems such as pattern 

recognition as well as the ability of to extract more meaningful 

features from the input patterns through the use of hidden 

layers [22]. 

  The multilayer network architecture chosen for this 

research is a three layers neural network, i.e. a network that 

has one hidden layer. Since each gesture is represented by a 

vector containing thirty features; the input layer has been 

chosen to have 16 input units. There is no rule for determining 

the number of nodes that the hidden layer should have; many 

simulations lead us to decide on its number; 50 units. The 

output layer is 35 units since we have 35 feature vectors for 

every alphabet sign.  

Each unit in the input layer has been fully connected to 

every other unit in the second layer—the hidden layer. Also, 

every unit in the hidden layer is connected to every other 

neuron in the output layer in a feed forward behavior.  

 

The back-propagation Algorithm - a mathematical 

approach[23] 

Fig 4 shows a Feed forward Neural Network. Units are 

connected to one another. Connections correspond to the edges 

of the underlying directed graph. There is a real number 

associated with each connection, which is called the weight of 

the connection. We denote by Wij the weight of the 

connection from unit ui to unit uj. It is then convenient to 
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represent the pattern of connectivity in the network by a 

weight matrix W whose elements are the weights Wij. Two 

types of connection are usually distinguished: excitatory and 

inhibitory. A positive weight represents an excitatory 

connection whereas a negative weight represents an inhibitory 

connection. The pattern of connectivity characterizes the 

architecture of the network. 

A unit in the output layer determines its activity by 

following a two step procedure.  

First, it computes the total weighted input xj, using the 

formula:  

 

  (1)   

where yi is the activity level of the jth unit in the previous 

layer and Wij is the weight of the connection between the ith 

and the jth unit. 

 

 

 
Fig- 4: Neural network 

 

Next, the unit calculates the activity yj using some function 

of the total weighted input. Typically we use the sigmoid 

function: 

 

 
(2) 

 

Once the activities of all output units have been determined, 

the network computes the error E, which is defined by the 

expression: 

   

 
(3) 

where yi is the activity level of the ith unit in the top layer and 

di is the desired output of the jth unit. 

The back-propagation algorithm consists of  four steps 

Compute how fast the error changes as the activity of an 

output unit is changed. This error derivative (EA) is the 

difference between the actual and the desired activity. 

 

 
(4) 

Compute how fast the error changes as the total input received 

by an output unit is changed. This quantity (EI) is the answer 

from step 1 multiplied by the rate at which the output of a unit 

changes as its total input is changed. 

 

 
(5) 

Compute how fast the error changes as a weight on the 

connection into an output unit is changed. This quantity (EW) 

is the answer from step 2 multiplied by the activity level of the 

unit from which the connection emanates. 

 

 
(6) 

 Compute how fast the error changes as the activity of a unit in 

the previous layer is changed. This crucial step allows back 

propagation to be applied to multilayer networks. When the 

activity of a unit in the previous layer changes, it affects the 

activities of all the output units to which it is connected. So to 

compute the overall effect on the error, we add together all 

these separate effects on output units. But each effect is simple 

to calculate. It is the answer in step 2 multiplied by the weight 

on the connection to that output unit. 

 

 
(7) 

By using steps 2 and 4, we can convert the EAs of one layer of 

units into EAs for the previous layer. This procedure can be 

repeated to get the EAs for as many previous layers as desired. 

Once we know the EA of a unit, we can use steps 2 and 3 to 

compute the EWs on its incoming connections. 
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III.ADVANTAGES OF NEURAL NETWORKS[24] 

There are a variety of benefits that an analyst realizes from 

using neural networks in their work. 

 

1) Pattern recognition is a powerful technique for harnessing 

the information in the data and generalizing about it. Neural 

networks learn to recognize the patterns which exist in the data 

set. 

 

2) The system is developed through learning rather than 

programming. Programming is much more time consuming for 

the analyst and requires the analyst to specify the exact 

behavior of the model. Neural networks teach themselves the 

patterns in the data freeing the analyst for more interesting 

work. 

 

3) Neural networks are flexible in a changing environment. 

Rule based systems or programmed systems are limited to the 

situation for which they were designed when conditions 

change, they are no longer valid. Although neural networks 

may take some time to learn a sudden drastic change, they are 

excellent at adapting to constantly changing information. 

 

4) Neural networks can build informative models where more 

conventional approaches fail. Because neural networks can 

handle very complex interactions they can easily model data 

which is too difficult to model with traditional approaches 

such as inferential statistics or programming logic. 

 

5) Performance of neural networks is at least as good as 

classical statistical modeling, and better on most problems. 

The neural networks build models that are more reflective of 

the structure of the data in significantly less time. 

 

6) Neural networks now operate well with modest computer 

hardware. Although neural networks are computationally 

intensive, the routines have been optimized to the point that 

they can now run in reasonable time on personal computers. 

They do not require supercomputers as they did in the early 

days of neural network research. 

IV. RESULTS AND ANALYSIS 

The output of the algorithm can be connected to a 7x5 LED 

pixel array to indicate the letters. The advantages of this 

system are that the design is simple and the user does not 

require any special types of hand gloves to be worn. Figure 5 

shows that the system was tested for various inputs and the 

corressponding signs were detected and the output is displayed 

using a text message as shown in Fig 5.  

CONCLUSION 

The signs for all the alphabets from A to Z are recognized 

using the combinational neural networks architecture. The 

images have been captured by a color camera and digitized 

into 256 × 256 pixel images. Image segmentation and the hand 

gesture recognition system are implemented using Matlab 

7.10. The advantage of using the back propagation algorithm 

is high processing speed which produces results in real-time 

manner. The speed of processing is increased due to the use of 

neural network architecture. For future extensions processing 

of words and sentence gestures can be included.  

 

 
Fig- 5: Output 
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