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Abstract—Data mining is a field that has an important contribution to data analysis, discovery of new meaningful knowledge, and autonomous 

decision making. Whereas, the rough set theory offers a viable approach for decision rule extraction from data. With the data cube we tried to 

put data in multidimensional way and accessed that data via map reduce. The adequate quantity or supply of data, coupled with the need for 

powerful data analysis tools, i.e. where data is rich but information is in poor situation.  The proposed algorithm is been compared with other 

different rough set approximation approaches. Our algorithm to achieve approximation for decision rules has better performance. This proposed 

algorithm has been more efficient to obtain approximation. 
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I.  INTRODUCTION 

Data mining used to extracting knowledge from large 

amount of data. It discovers interesting knowledge from large 

amounts of data stored either in data warehouse, database, or 

other information repositories. The massive data mining is a 

big challenge. Number of techniques are used to achieve 

knowledge from raw data. Some of them are fuzzy set, neural 

network, bays theorem and rough set.  If we consider the rough 

set, the terms lower approximation, upper approximation and 

the boundary region are very basic and most vital. There are 

number of ways to calculate these rough approximations. There 

are number of fields where rough set is used in wide way like 

medical, engineering, banking, intrusion detection, pattern 

recognition, quality analysis, artificial intelligence etc. Hadoop 

is a java framework which is used to store and process large 

amount of data on commodity hardware. We are able to deal 

with massive data.  

 

In this paper, we are going to merge two different terms 

data cube and rough set. By representing given dataset using 

data cube, we can get rough approximation in easier way. We 

just need to compare locations of data cube for different 

decisions. It reduces our task, as number of comparison are not 

more than domain of decision attribute. Another most 

important advantage of data cube with rough set is once we 

initialize data cube to null, and then assign the values. The 

remaining null value positions gives as possible combinations 

for the same dataset and we can recommend it to user. Size of 

data has crossed limits of terabytes, petabytes, Exabyte’s also. 

Hence we are also going to apply our proposed system on map 

reduce platform. So that we will able to deal with massive data. 

MAPREDUCE is a parallel distributed programming 

framework introduced in [14], which can process huge amounts 

of data in a massively parallel way using simple commodity 

machines. 

II. RELATED WORK 

Rough set theory (RST) [15] employed mathematical 

modeling to deal with class data classification problems, and 

then turned out to be a very useful tool for decision support 

systems, especially when hybrid data, vague concepts and 

uncertain data were involved in the decision process. To use the 

rough set process, one begins with a relational database, a table 

of objects with attributes, and attributes values for each object 

[7]. The goal of structuring decision rules is to enhance the 

decision-making capability of the knowledge generated with 

learning algorithms [6] [8]. Most of the traditional algorithms 

based on rough sets are the serial algorithms and existing rough 

set tools only run on a single computer to deal with small data 

sets. It greatly restricts the applications of rough sets. 

Generally, the computation of approximations is a necessary 

step in knowledge representation and reduction based on rough 

sets. To expand the application of rough sets in the field of data 

mining and deal with huge data sets, one parallel computation 

of the rough set approximations has computed [2]. It uses four 

different algorithms to compute equivalence class decision 

class, Association and indexes. For each algorithms different 

map reduce were get used. And based on indexes, Rough 

approximation get calculated. The effective computation of 

approximation is essential improving the performance of data 

mining and other related task [9]. MapReduce has been 

implemented in manage many large-scale computation. The 

recently introduced MapReduce technique has received much 

consideration from both scientific community and industry for 

its applicability in big data analysis [3] [4] [11]. The research 

works have been carried on performing the cube computation, 

cube aggregation using the MR framework. Nandi et al. [1] [5] 

developed a scheme to handle special holistic measures, 
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III. SYSTEM ARCHITECTURE 

The system architecture consist of the sample dataset such 

that the dataset is been selected then that dataset is been 

processed from mapper to reducer to create data cube from it. 

The Null data cube is being created such that it can be used to 

store object from the data set the figure 1 shows the creation of 

data cube. After the creation the value according to decision 

attribute is been stored at data cube. And at the end the reducer 

will give output as upper approximation, boundary region, 

lower approximation and NULL. These respective output will 

be stored in their respective sets. 

 

As the massive data mining is a big challenge. Number of 

techniques are used to achieve knowledge from raw data. As 

we are going to use data cube for computing rough 

approximation, we will deal with decision table. 

 

 
Figure 1: System Architecture 

 

Decision table represented mathematically as,  

I= {U, C, D, V} 

Where, I is decision table (Information set), U is 

universe which contains all objects of the decision table. The 

condition attribute be C and D be the decision attribute of 

decision table. V contains the values of the information table 

for every object and its corresponding attribute. It includes 

domain values of each attribute. 

 

Example:  Consider the example as shown in table 1. 

TABLE 1 

Object a1 a2 d 

x1 0 0 0 

x2 0 0 1 

x3 1 0 1 

x4 1 1 1 

x5 0 0 0 

x6 1 1 2 

x7 0 0 0 

x8 1 1 1 

x9 1 1 2 

x10 0 1 1 

x11 1 0 2 

x12 1 1 1 

 

We can represent table 1 mathematically as, I={(x1,….x12), 

(a1,a2), d,  ([0,1], [0,1],[0,1,2])}. 

A. Data Cube 

Date cube is a crucial concept and research direction in 

OLAP (Online Analytical Processing). In former years, the 

researches on the data cube are focusing mainly on the two 

aspects: firstly, we can say how to compress the cube and store 

cube. Becoming to the massive data, storing all the data cubes 

needs a lot of space and resources. Secondly, how to choose 

the cube and materialize them. So, in order to help users to get 

effective data, many learners started paying attention on 

finding the best method for materializing data cubes. 

Researchers have suggested a variety of algorithms on Cube 

compression and Storage, such as quotient cube, star cube, 

iceberg cube and so on. 

A data cube consists of a lattice of cuboids, in that 

each one corresponding to a different degree of summarization 

of the given multidimensional data.  Even though it is called a 

'cube', it can be 2-dimensional, 3-dimensional, or higher-

dimensional. Such that, every dimension represents a new 

attribute in the database and the cells in the cube represent the 

measure of interest [12]. 

For any data cube, 

 

No. of attributes (dataset) = no. of dimensions (data cube) 

  

Hence, for table 1, we can generate cube having number of 

dimensions= 3. i.e. a1, a2, d. 

 

B. Decision dataset 

Our system mostly work on dataset consisting of decision 

attribute such that any dataset who has some decision will 

work fluently with our system. For example we have primarily 
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consider dataset in table 1 with 12 records only to understand 

our system easily. The size and record won’t matter with our 

system it will easily provide user the lower and upper 

approximation. 

So from table 1 we can notice that there is conditional 

attribute with last column as decision attribute. The example 

dataset consist of three decision as 0, 1, 2 we can select other 

attribute column as a decision set. Considering last column as 

a decision attribute and other than that as conditional attribute. 

C. Rough Set 

Basically rough set is depend on approximation i.e. upper 

approximation and lower approximation and boundary region 

as mentioned below which is calculated later in this paper. 

Approximations are fundamental concepts of rough set theory. 

Rough set theory is based on three important terms: 

 Lower approximation 

 Boundary Region 

 Upper Approximation 

 

Lower approximation contains the objects which has unique 

output for the same condition attribute. The objects of the 

lower approximation generates the rules without any 

ambiguity. 

Unlike the lower approximation boundary region contains 

the objects which has more than one output for the same 

condition attribute. The objects of the boundary region 

generates the rule with ambiguity. Upper approximation is the 

union of lower approximation and boundary region. 

 

Let T be the decision table and  

T = {U, A(C&D), V, f}  

where U is universal set and A be the set of attributes 

consists of condition attribute C and decision attribute D. If B 

A And X  U, We can approximate X using only the 

information contained in B by constructing the B-lower and B-

upper approximations of X, denoted by     and B respectively, 

where 

B = {x| [x]B    X }  

   = {x| [x]B   X   }  

Boundary Region=     – B 

IV. MAP REDUCE 

Map-Reduce [8] allows for distributed processing of the 

Map and Reduce functions [13]. The Map-Reduce divides the 

input file into no of blocks by “input split” method. Map reduce 

is used for processing data on commodity hardware. 

Figure 2 shows the basic terminology of map reduce initially 

the given dataset gets split into chunks then its passed to 

mapper then to reducer. Our system follows this steps of HDFS 

to achieve the respective output. Initially input has been as text 

file on which operation has been performed to achieve the 

results. 

The rough set approximations obtained by the parallel 

method are the same as those obtained by the serial method. 

But using map reduce we can run independent phases in parallel 

based on map-reduce. Therefore time required is very less as 

compared to traditional method of rough set calculation. In 

addition to that we can also generate the rules for massive data 

and able to abstract attributes in more efficient way using map-

reduce with rough set. 

Data partitioning, fault tolerance, execution scheduling are 

provided by MapReduce framework itself. MapReduce was 

designed to handle massive data volumes and huge clusters. 

MapReduce is a java programming framework that allows to 

execute user code in large cluster. All the user has to write two 

functions: Map and Reduce. During the Map phase, the input 

data are distributed across the mapper, where each machine 

then processes a subset of the data in parallel and produces one 

or more <key; value> pairs for each data record. Next, during 

the Shuffle phase, those <key, value> pairs are repartitioned 

(and sorted within each partition) so that values corresponding 

to the same key are grouped together into values {v1; v2; 

……}. Finally, during the Reduce phase, each reducer machine 

processes a subset of the <key, {v1; v2; ….}> pairs in parallel 

and writes the final results to the distributed file system. The 

map and reduce tasks are defined by the user while the shuffle 

is accomplished by the system. the map and reduce functions 

supplied by the user have associated types. 

  

Map (k1, v1) → list (k2, v2) 

Reduce (k2, list (v2)) → list (v2) 

 

 
Figure 2: Map Reduce 

 

Two programmer specified functions: 

• Map 

  Input: key/value pairs i.e. (k1, v1) 

  Output: intermediate key/value pairs i.e. list (k2, v2) 

• Reduce 

Input: intermediate key/value pairs i.e.  (k2, list (v2)) 
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  Output: List of values list (v2) 

 That is, the input keys and values are drawn from a 

different domain than the output keys and values. The k1, k2 

are the two different keys used in MapReduce phase and same 

as v1, v2 are the different values. The intermediate keys and 

values are from the same domain as the output keys and values. 

These keys and values are obtain from the dataset which we 

browse to process our algorithm and get respective output.  

 Map-Reduce framework offers clean abstraction 

between data analysis task and the underlying systems 

challenges involved in ensuring reliable large-scale 

computation [10]. Map-Reduce runtime system can be 

transparently explore the parallelism and schedule components 

to distribute resource for execution. 

V. ALGORITHM 

In our proposed system we are going to calculate the rough 

approximation using data cube. 

Basically data cube will be used to represent the dataset. Data 

cube are an easy way to look at the data. It is used to represent 

data along some measure of interest. The existing system uses 

different algorithms to generate equivalent class, decision 

class, association and indexes to compute the rough 

approximation. Existing method requires too much 

computation. And for every algorithms needs map reduce. 

After studying rough set and data cube, we are going to 

attempt merge these to concepts to get better performance. 

 

Hence algorithm of our proposed system becomes 

 

Input: 

  Decision table (data set) 

 

Output: 

  Upper approximation, Lower Approximation, 

Boundary region 

 

Method: 

 

Step 1: 

  Choose the data set 

 

Step 2:  

  Compute the dimensions of dataset. 

No of dimension of data cube = no of attribute 

(conditions + decision) of decision table 

  Where, 

   No. of conditions attributes > 0; 

   No. of decision attributes = 1; 

  

Step 3:  

  Initialize the data cube and assign it to NULL 

i.e. Values of all positions (indexes) of data cube are 

initialize to NULL 

 

i) Number of positions of data cube= multiplication of 

value of each dimension of data cube 

  Or 

ii) No. of positions of data cube = multiplication of 

domain of condition and decision attribute. 

 

 

Step 4: 

Store the objects of data set to null data cube at 

corresponding position 

i) If   more than one objects having same condition 

attribute value, such objects stored at same position. 

And treated equally. 

ii) Some positions may be remain null for not having 

value for corresponding position in input dataset. 

 

Step 5: 

  Compute approximation 

 

i) Compare the objects having same condition but 

different decision attribute value. 

ii) Every comparison, compares objects equal to 

decision domain. 

iii) In comparison if we found for more than one position 

contains certain value/s, add that objects into 

boundary region of corresponding decision. 

iv) If we found only one value and other positions are 

null, then add that object into lower approximation of 

corresponding decision. 

v) Upper approximation is union of lower 

approximation and boundary region. 

 

Step 6: 
Add lower approximation, boundary region, upper 
approximation of all decisions to get lower approximation, 
boundary region, and upper approximation respectively of 
input data set 

VI. SYSTEM RESULTS 

 
Our system includes different phases initially the cube is been 
generated from the given dataset. As we have taken preliminary 
dataset of some record consisting some entries with decision 
column with referring table 1 so that such data can be used to 
check the efficiency of our system. 

 

TABLE 2 

RESULT 

 

Approximation 

 

Complete Dataset 

 

Lower 

Approximation 

 

{x10} 

 

Boundary 

Region 

 

{x1,x2,x3,x4,x5x6,x7,x8,x9,x11,x12} 

 

Upper 

Approximation 

 

{x1,x2,x3,x4,x5x6,x7,x8,x9,x10,x11,x12} 
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TABLE 3 

RECOMMENDATION NULL POSITIONS 

 

Recommendations 

002 NULL 

010 NULL 

012 NULL 

100 NULL 

110 NULL 

 
Similarly preliminary results of our system has been generated 
shown in table 2. The datasets will be changed for the further 
work so that more efficient result can be obtained. With the 
completion of our work the output for the following system is 
as shown in table 2. Such that table 2 shows over all outcome 
from the reducer of MapReduce will be generated as for the 
upper approximation, boundary region, lower approximation 
and the null positions. Along that table 3 shows all the Null 
positions as recommendations for the rule generation for that 
sample dataset. 

 
Figure 3 graph of comparison 

 
The figure 3 shows the graph of existing system and 
preliminary obtain while executing the map reduce on different 
dataset and time is been calculated and with that the 
comparison is done between both system. With that we can 
prove that our proposed system is efficient than the existing 
system. 

VII. CONCLUSION 

In this paper the basic concept of roughest and data mining 

is been discussed. With the previous system there are some of 

approaches for roughest approximation. With the proposed 

system we have focus on the data cube roughest with 

MapReduce. From the data cube the information can be 

retrieved very easily. So with the proposed system it will be 

easier to obtain the lower and the upper approximation. Such 

that, the new algorithm is been designed to work with 

approximation in one of different way. This algorithm 

enhances the knowledge from the decision table to the data 

cube for finding the approximation for the roughest. 
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