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Abstract— The detection of brain injury is one of the important and difficult task in the field of medicine. If the brain injuries are not detected 

in time, then it can cause serious problems in patients and sometimes can even lead to death. Traumatic brain injury (TBI) is  one of the major 
causes of mortality and poor quality of life among the survivors. Various imaging techniques are available for taking the images of the brain so 
that the injuries can be detected. Magnetic resonance imaging (MRI) is one of the common medical imaging technique used for the delineation 
of soft tissues such as that of the brain. This paper analyses few of the methods and their performances that have been proposed for the detection 
of the brain injury. In these methods different soft computing techniques such as artificial neural networks (ANN), k nearest neighbor (k-NN), 
support vector machine (SVM), Parzan window, etc. were used for the classification of abnormal and normal brain images. Before classification 

feature extraction and reduction were done using the methods such as DWT, GLCM, PCA, etc. 
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INTRODUCTION 

Brain injuries affect millions of people worldwide. Brain 

injuries can be broadly classified into two types: 1) Non-

Traumatic Brain Injury and 2) Traumatic Brain Injury (TBI). A 

non-traumatic brain injury are the injuries that doesn't occur as 

a result of trauma. This includes tumors, stroke, infectious 

diseases, toxicity, lack of oxygen, etc. These are also known as 

acquired brain injury (ABI). A TBI occurs when an outside 

physical force is applied to the head. The external force 

consists of a blow to the head (such as an assault, a fall, or 

when an individual strikes his/her head during a motor vehicle 

accident) or from a rapid acceleration-deceleration event (like a 

motor vehicle accident) [1]. 

Among various injuries, traumatic brain injuries (TBIs) are 

a leading cause of morbidity, mortality, disability, 

socioeconomic losses and poor quality of life among survivors. 

It is estimated that nearly 1 million persons are injured with 

TBI, 200,000 people die and nearly 1 million require 

rehabilitation services every year in India [2]. India has the 

highest rate of brain injury in the world. In India, 1 out of 6 

trauma victims die, whereas in the USA this figure is 1 out of 

200. Half of those who die from TBI do so within the first two 

hours of injury [3]. Thus early and appropriate management of 

brain injury is critical for the survival of these patients. 

Depending on what caused it, brain injury may be classified 

as: 

1. severe brain injury, 

2. moderate brain injury and, 

3. mild brain injury. 

The symptoms of severe brain injuries are bleeding, loss of 

consciousness, abnormal eye movements, inability to focus the 

eyes, loss of muscle control, seizures, vomiting, etc. The 

symptoms of mild brain injury include inability to stand, 

confusion, small cuts or bumps, headaches, nausea, temporary 

memory loss, ringing in the ear, etc. [4]. 

Clinical evaluation of brain injury is based on the Glasgow 

Coma Scale (GCS). GCS evaluates a patient’s consciousness 

level through his/her ability to respond to motor, verbal and 

visual stimuli. For the mild brain injury the GCS score is 13-15, 

for moderate brain injury the GCS score is 8-12 and for severe 
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brain injury GCS score is below 8 [5]. Depending on the 

clinical response of the patient, a radiologic evaluation for the 

detection of brain injury is performed. The radiological 

evaluation includes X-rays, computed tomography (CT) and 

magnetic resonance imaging (MRI). Unlike CT scans and X-

rays, no radiations are involved in MRI, hence MRIs are more 

suitable for soft tissues such as that of the brain. Figure 1 shows 

an example of the normal and abnormal MR images of the 

brain. 

 

 

 

Figure 1. Examples of A) normal and B) Abnormal MR brain 

images. 

The manual detection of brain injuries is a time consuming and 

challenging task. The manual detection process identifies the 

location and size of a lesion from MRI with correlative 

histology and assessment of long term neurological effects. The 

manual detection of lesions brain often requires 1) hours per 

scan for manual region-of-interest analysis, 2) a trained 

operator to improve inter- and intra-rater reliability, and 3) 

large data sets, for statistically sound analysis, but this is not 

feasible as it becomes resource intensive [6]. Hence a 

methodology for the automatic detection of the brain injury is 

highly desirable. For the automatic detection of injury the soft 

computing techniques are integrated with the biomedical 

imaging techniques such as MRI. Soft Computing techniques 

are the methods which were designed for modeling and 

computing the solutions for the problems of the real world such 

as detection of brain injury, which are difficult to model by 

conventional (hard computing) mathematical models [7]. Soft 

Computing techniques are basically an optimizing techniques 

for finding the solutions to the problem that are very hard to 

answer. The principal constituents of soft computing 

techniques are artificial neural networks (ANN), fuzzy logic, 

evolutionary computing, genetic algorithms (GA), chaostic 

systems and probabilistic reasoning [8]. 

I. RELATED WORKS AND CONTRIBUTIONS 

N. Hema Rajini et. al. [9] proposed a methodology for the 

automated classification of MR brain images based on feature 

extraction and classification. The features related to MRI were 

obtained using Discrete Wavelet transform (DWT). The 

discrete wavelet used was the Haar wavelet. Haar wavelet is 

basically a square wave of one period. The extracted features 

were then reduced using Principle Component Analysis (PCA). 

In PCA the input feature space was reduced to a lower 

dimensional feature space using the largest eigenvector of the 

correlation matrix. The feature vector was reduced from 1024 

to 7. These features were then used for training classifiers 

which automatically detects whether the brain is a normal one 

or having some lesion. The classification stage consisted of two 

classifiers. First was based on Artificial Neural Network 

(ANN) and the second was based on k-nearest neighbor (k-

NN). The k-NN classifier based on distance function and 

voting function in k nearest neighbors, used the Euclidean 

distance as a metric. The ANN used was the feed forward back 

propagation neural network consisting of three layers. The first 

layer consisted of 7 elements for 7 input feature vector. The 

hidden layer consisted of four neurons. The output layer had a 

single neuron for classifying normal and abnormal human 

brain. The Levenberg-Marquardt learning rule was used for the 

ANN based classifier. N. Hema Rajini et. al. evaluated the 

performance of the methodology in terms of sensitivity, 

specificity, and accuracy. Sensitivity or true positive fraction is 

the probability that a diagnostic test is positive, given that the 

person has the disease and is given by eq. (1). Specificity or 

true negative fraction is the probability that a diagnostic test is 

negative, given that the person does not have the disease and is 

given by eq. (2). Accuracy is the probability that a diagnostic 

test is correctly performed and is given by eq. (3). 

       -- (1) 

               -- (2) 

               -- (3) 

Where, 

TP (true positive) - correctly classified positive cases, 

TN (true negative) - correctly classified negative cases, 

FP (false positive) - incorrectly classified negative cases, 

FN (false negative) - incorrectly classified positive cases. 

According to [9] classification accuracy was 90% when 

FP-ANN was used and accuracy of 99% when k-NN was 

used. 
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Shahla Najafi et. al. [10] proposed an automated method 

for the diagnosis of normal and abnormal MR images of the 

human brain. The proposed method consisted of four stages, 

pre-processing of MR images using histogram equalization of 

image, DWT based feature extraction, feature reduction based 

on PCA and classification. For classification three methods 

were used: k-NN, ANN, and parzen window. Preprocessing 

was done using histogram equalization for correcting the 

intensity non-uniformity due to data acquisition scanner 

problem. The discrete wavelet used for extracting the initial 

features was the Haar wavelet which is basically a square 

wave of one period. The three scale Haar (H2) basis function 

given by (4) was employed for DWT feature extraction. For 

the image of size 256×256 approximation coefficient of third 

level was used as feature, i.e. this stage used 1024 numbers of 

features. The extracted features were then reduced using PCA 

by minimizing the dimensionality of the pattern 

representation. 

         -- (4) 

According to [10] the number of features that achieved the 

maximum accuracy after feature extraction and reduction 

using PCA was 6 for k-NN, 5 for parzen window and 7 for 

ANN classifier. The correct classification ratio achieved by 

[10] is 98.2% with ANN classifier, 99.2% with parzen 

window and 99.2% with k-NN. 

A hybrid technique based on two classifiers was proposed 

by El-Sayed et. al. [11] for the classification of the MRI 

images of the human brain. The hybrid technique proposed 

consisted of three stages: feature extraction, feature reduction, 

and classification of MR images. The features related to MRI 

images were extracted using DWT. Then the features of MRI 

were reduced using PCA to the more essential features. The 

last stage is the classification stage, which consisted of two 

classifiers based on supervised machine learning. The first 

classifier was based on feed forward back-propagation 

artificial neural network (FP-ANN) and the second classifier 

was based on k-nearest neighbor (k-NN). The method 

proposed gives success of 95.6% and 98.6% using classifiers 

based on FP-ANN and k-NN respectively. 

A methodology for the multiclass classification of brain 

tumors using MR images was proposed by Vinod Kumar et. 

al. [12]. This system was used for classifying primary tumors 

such as Astrocytoma (AS), Glioblastoma Multiforme (GBM), 

child tumor-Medulloblastoma (MED) and Meningioma 

(MEN), and secondary tumor-Metastatic (MET). The 

methodology consisted of four stages: marking of the region 

of interests (ROIs), feature extraction from ROIs, feature 

reduction and classification. Gradient vector flow (GVF) was 

used for extracting tumor boundary. 6 types of intensity and 

texture features were extracted. They are: 

1. Gray level covariance matrix in which four different 

features named contrast, homogeneity, correlation, and energy 

were calculated for four different offset. Thus contributed 16 

features. 

2. Laplacian of Gaussian (LoG): four statistical 

parameters (mean, standard deviation, kurtosis and skewness) 

were retrieved for the LoG filter output in ROI. The different 

Gaussian widths used were 0.25, 0.50, 1 and 2, thus 

contributing 16 features. 

3. Directional Gabor texture features: λ (in pixels) and θ 

(in degrees) were varied for five different values (2√2, 4, 4√2, 

8, 8√2) and (0ᵒ, 22.5ᵒ, 45ᵒ, 67.5ᵒ, 90ᵒ) respectively to get 25 

features. Four statistical features (mean, standard deviation, 

skewness and kurtosis) were extracted for each filter output so 

that to get total 100 features. 

4. Rotation Invariant Circular Gabor Features: For five 

(0ᵒ, 90ᵒ

extracted. Four statistical parameters for each filter output 

were retrieved so that to get 40 features. 

5. Rotation invariant Local Binary Patterns: This 

system used range filter, standard deviation filter and average 

filter, with neighborhood of 7×7 on three LBP images of radii 

-1, 2 and 4 pixels to get 9 filtered images. Four statistical 

features were obtained from these images so that total 36 

images were obtained. 

6. Intensity based features: Four intensity-statistical 

features were retrieved from the histogram of the image. From 

these four features, mean entropy of the ROIs was also 

calculated, so that 10 more features were obtained. 

Thus, total 218 texture and intensity features were 

extracted. This methodology used PCA for the feature 

reduction to obtain optimal subsets of features. 49 eigen 

features were selected. Multi-layer perceptron based on 

supervised learning algorithm was used for classification. For 

estimating weights, momentum weights and bias based 

learning, gradient descent back propagation with momentum 

algorithm was used. According to [12] the overall accuracy 

achieved using PCA-ANN was 91.97%. The individual 

accuracy obtained for each class was: AS-90.74%, GBM-

88.46%, MED-85.00%, MEN-90.70%, MET-96.67% and NR-

93.78%. 

A methodology was proposed by Mehdi Jafari et. al. [13] 

for the detection of brain tumor tissue in the MR images of the 

human brain based on support vector machine (SVM) and 

genetic algorithm (GA). Three texture and intensity feature set 

were used as input. The first set consisted features such as 

mean, energy, momentum, entropy, kurtosis, skewness, 

correlation, etc. The second and third feature sets were 

derived from wavelet and frequency transformation 

respectively. Then the genetic algorithm (GA) was used for 

selecting the most informative input features. And finally 

SVM was used for classifying brain tissue as normal and 
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abnormal tissue. The accuracy up to 83.22% was achieved by 

this method. 

Akhanda Nand Pathak et. al. [14] proposed a methodology 

for the diagnosis of brain tumor based on four staged 

classifier. In this methodology after pre-processing of MR 

images in the first stage, the feature extraction was done using 

DWT and in the third stage feature reduction was done using 

PCA. In this 256×256 MR images were decomposed into 

64×64 image of lower resolution having 4096 pixels, by using 

two level wavelet decomposition. PCA was then used to 

reduce the extracted feature into seven different eigen vector. 

After getting the input feature vector, support vector machine 

(SVM) was used as a classifier. Like any other machine 

learning techniques SVM also involved two basic steps, 

training and testing. In training phase the known data were fed 

to form a finite training set. In the testing phase the test data 

were compared with the training set to detect the tumor. The 

accuracy of 99% was achieved with this methodology. 

A methodology for the detection of Mild Traumatic Brain 

injury was proposed by Anthony Bianchi et. al. [15]. The 

proposed methodology used the low level static and dynamic 

context features integrated into a discriminating voxel level 

classifier for the improvement of the detection of mTBI. 

Context is the information related to object detection, 

categorization and classification task, but not directly due to 

physical appearance of the object as perceived by the image 

acquisition system. This method used a cascade of classifiers 

that detect the lesion at each time point, where the information 

at each time point were propagated to the next stage. The first 

classifier estimated the lesion using only the visual features. 

Then the second classifier formed the context feature from the 

posterior probability map. This contextual features propagates 

spatial information for the improved classification. And 

finally the dynamic contextual features were calculated from 

the final classifier at a single time point. Four types of texture 

features were used in this methodology. They are uniform 

local binary pattern (ULBP) local histograms in the coronal 

plane (59 features), local statistics (mean, variance, skewness 

and kurtosis) of a Gabor filter bank with 8 orientations and 4 

scales in the coronal plane (128 features), basic histogram of 

oriented gradients in the coronal plane (9 features) and local 

neighborhood statistical feature (mean, variance, skewness, 

kurtosis, range, entropy, gradient magnitude xyz) (9 features). 

Thus a total of 205 features was used. 

Two new static features were also proposed by [15], one 

that incorporated a sense of the surrounding without a known 

direction while the other gave a general sense of direction. 

The first feature gave the average posterior probability at 

various distances around the observed voxel. The distance 

function used was the Manhattan distance that allowed a 

cuboidal region. The second feature describes the posterior 

probability in various directions from the observed voxel. 

From the observed voxel the rays were sampled at various 

distance ranges and angles. The proposed posterior marginal 

edge distance (PMED) feature is the distance of a voxel from 

the perimeter of objects of a class found by the maximum 

posterior marginal (MPM) estimate. MPM was obtained from 

the output of the classifier. The distance transform was 

applied to the image and the inverse image so that the feature 

is given by: 

        -- (5) 

            -- (6) 

Where  is the Euclidian distance transform,  is the 

estimated class,  is the specific class and  is the feature set 

at a given voxel. 

The primary classifier used by [15] was adaboost where a 

small decision tree was used as a base classifier, allowing for 

the inherent feature selection i.e. the features having errors 

were rejected. Also, it is insensitive towards feature 

normalization. During the training process a cost matrix given 

in eq. (7) was used, in which the first row represented the cost 

of normal appearing brain matter (NAMB) and the second 

row represented the cost of lesion voxels. 

       -- (7) 

The segmentation results of the approach proposed by [15] 

were evaluated using dice coefficient, which is the ratio of the 

intersection between the detected object and the target object 

and is given by eq. (8). 

        -- (8) 

Results of [15] show that the dynamic approach is better 

than the static approach and the auto context approach. The 

proposed approach can also be applied to other brain lesion 

problems because of the generality and flexibility of the 

approach. 

II. CONCLUSION 

We have studied a few of the papers in the field of 

detection of brain injury in the MR brain images. The early 

detection of brain injury is very essential for saving lots of 

precious life. For correct and efficient detection of TBI and to 

reduce the load on the human observer and medical 

practitioners, an automatic method for detection of brain 

injuries is highly desirable. 

In this paper various automated brain injury detection 

methods through MRI has been surveyed. After surveying we 

can conclude that the automatic detection method for the brain 

injury in the MRI can be broadly classified into following 

sequence of methods: pre-processing, feature extraction, 

feature reduction, and classification. Various algorithms have 

been proposed in the literature for each image processing 
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stage. For example, for feature extraction DWT and GLCM 

are used. DWT extracts spatial features whereas GLCM is 

used to extract texture features. Feature reduction is done 

either using PCA or by using linear discriminant analysis 

(LDA). For classification the soft computing techniques such 

as artificial neural network (ANN), fuzzy logic, GA, support 

vector machine (SVM), etc. were employed. The advantage of 

ANN is that it does not require the prior knowledge of the 

system under consideration and are very well suited for 

modelling the dynamic systems on a real-time basis. Fuzzy 

logic fills the gap between human reasoning and 

computational logic. K-nearest neighbor (k-NN) decision rule 

is a universal classification method with good scalability. GAs 

is more suited to search and optimization problems due to their 

robust ability of exploiting the information which is 

accumulated about an initially unknown search space. The 

results of methods proposed by different people in medical 

image processing are used to focus on the various 

combinations of techniques and their performances. The 

results of various algorithms are discussed. 

III. FUTURE SCOPE 

The detection of the brain injury in the MRI scan is a difficult 

task. After studying the previous research papers in the field of 

detection of brain injury, it is found that a lot of work has been 

done in the field of detection of non-traumatic brain injury 

especially in the field of tumor. But very little research work 

has been done in the field of traumatic brain injury specifically 

for the detection of mild traumatic brain injury. Further, the 

development of automated analyses of mTBI has been 

hindered by the subtle nature of mTBI abnormalities which 

appear as a low contrast MR region. Hence there a very large 

scope of research in this field exist. 
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