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Abstract:-Cancer is a diseases in which a set of cells has not able controlled their growth, attack that interrupts upon and destroy the nearest 

tissues or spreading to other locations in the body. Cancer has become one of the perilous diseases in the present scenario. In this paper, the 

recently developed Extreme Learning Machine is used for classification problems in cancer diagnosis area. ELM is an available learning 

algorithm for single layer feed forward neural network. The advanced and developed methodology known for cancer multi classification using 

ELM microarray gene expression cancer diagnosis, this used for directing multi category classification problems in the cancer diagnosis area. 

ELM avoids many problems, improper learning rate and over fitting commonly faced by iterative learning methods and completes the training 

very fast. The performance of classification ELM on three benchmark microarray data for cancer diagnosis, namely Lymphoma data set, 

Leukemia data set, SRBCT data set. The results of experiments with RVM and ELM shows that for many categories of ELM still outperformer 

with RVM.  
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1. Introduction 

 The cancer is one of the terrible disease set found 

in most of the human being, which is one of the important 

studies for research in the current century. Cancer is 

fundamentally described by an abnormal, uncontrolled 

growth that may destroy and attack other healthy body parts. 

There are billions of cells in the human body and most of 

the cells in the cells have an not enough life-span and 

required cell is capable of duplicating themselves. Millions 

of cell divisions and replications occur daily in the body and 

it’s amazing that the procedure occurs. 

 Extreme Learning Machine (ELM) is a currently 

popular neural network architecture based on random 

projections. It has one hidden layer with random weights, 

and an output layer whose weights are determined 

analytically. Both training and prediction are fast compared 

with many other non linear methods. ELM, although 

introduced as a fast method for training a neural network, is 

in some sense closer to a kernel method in its operation. 

 In this paper we are going to discuss about the 

Extreme Learning Machine in detail and also the experiment 

result of ELM.  We compared the experimental result of 

ELM with RVM(Relevant Vector Machine). ELM perform 

better than the RVM, in case of accuracy, processing speed 

and all. 

 

 

2. Methodology 

Microarray analysis is not simple because of the 

large number of genes, which are investigated concurrently. 

By incorporating several factors of interest (for instance 

time and different treatments) in the experimental design, 

the interpretation of the data becomes even more tricky. The 

influence of the factors of interest should be separated from 

each other to draw  conclusions from the data analysis. To 

tackle these problems, a new methodology called ELM is 

proposed. Nothing like traditional implementations and 

learning theory, from function approximation point of view, 

ELM theory shows that the hidden node parameters can be 

completely independent from the training data. 

3. Extreme Learning Machine 

A standard single layer feed forward neural 

network with n hidden neurons and activation function g(x) 

can be automatically modeled as. 

 = 1 𝛽𝑖
𝑛
𝑖 𝑔(𝑤𝑖𝑥𝑗 + 𝑏𝑖) = 𝑑𝑗 , j=1, 2. . . N 

Where 𝑤𝑖 is the weight vector connecting inputs 

and the I th hidden neurons 𝛽𝑖  is the weight vector 

connecting the i th hidden neurons and outputs neurons 𝑑𝑗  is 

the output from ELM for data point j. 

With N data point in a pair as (𝑥𝑗 𝑡𝑗 ), 𝑥𝑖  ∈ 𝑅𝑚  and 

𝑡𝑗 is the corresponding output for data point𝑥𝑗 , the ideal case 

is training with zero errors, which can be represented as 
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 = 1 𝛽𝑖
𝑛
𝑖 𝑔(𝑤𝑖𝑥𝑗 + 𝑏𝑖) = 𝑡𝑗 , j=1, 2. . . N 

The above equations can be written compactly as. 

H𝛽=T 

Where, 

H=  
𝑔(𝑤1𝑥1 + 𝑏1) ⋯ 𝑔(𝑤𝑛 𝑥1 + 𝑏𝑛 )

⋮ … ⋮
𝑔(𝑤1𝑥𝑁 + 𝑏1) ⋯ 𝑔(𝑤𝑛 𝑥𝑁 + 𝑏𝑛)

 

𝑁 𝑋  𝑛

 

 

𝛽 = [
𝛽1

𝑇

𝛽𝑛
𝑇]𝑚  𝑋  𝑚  and 𝑇 = [

𝑡1
𝑇

𝑡𝑁
𝑇]𝑁 𝑋  𝑚  

 

𝛽 = [
𝛽1

𝑇

𝛽𝑛
𝑇]𝑚  𝑋  𝑚  and T= [

𝑡1
𝑇

𝑡𝑁
𝑇]𝑁 𝑋  𝑚  

 

So the solution is; 

𝛽  = 𝐻+T 

 

Where 𝐻+ is called Moore-Penrose generalized inverse [7]. 

The most important properties of this solution as claimed by 

the authors [7] are: 

1. Minimum training error 

2. Smallest norm weights and best generalization 

performance 

3. The minimum norm least-square of H𝛽=T is 

unique, which is 𝛽  = 𝐻+T 

 

So finally, the ELM algorithm is [7]: 

 

Give a training set {(𝑥𝑖 , 𝑡𝑖)}| 𝑥𝑖 ϵ 𝑅𝑛 , ϵ 𝑅𝑚 , i= 1, …, N}, 

activation function g(x), and N hidden neurons,  

Experiment and Result 

 The performance of ELM algorithm for 

Multicategory cancer diagnosis, three benchmark 

microarray data sets, Lymphoma data set, Leukemia data set 

SRBCT data set are used in this paper. The ELM performs 

better.  

Lymphoma 

Lymphoma is cancer of the lymph system (or 

lymphatic system), which is part of our immunity. It is 

characterized by the formation of solid tumors in the 

immune system.1 The cancer affects immune cells called 

lymphocytes, which are white blood cells.  

 

 Leukemia 

 The DNA of immature blood cells, mainly white 

cells, becomes damaged in some way. This abnormality 

causes the blood cells to grow and divide chaotically. 

Normal blood cells die after a while and are replaced by new 

cells which are produced in the bone marrow. The abnormal 

blood cells do not die so easily, and accumulate, occupying 

more and more space. As more and more space is occupied 

by these faulty blood cells there is less and less space for the 

normal cells - and the sufferer becomes ill. Quite simply, the 

bad cells crowd out the good cells in the blood. 

SRBCT 

The small-, round-, blue-cell tumor ( SRBCT), also 

known as a small-blue-round-cell tumor (SBRCT) or a 

small-round-cell tumor (SRCT), is any one of a group of 

malignant neoplasm’s that have a characteristic appearance 

under the microscope, i.e. consisting of small round cells 

that stain blue on routine H&E stained sections. These 

tumors are seen more often in children than in adults. They 

typically represent undifferentiated cells. The predominance 

of blue staining is due to the fact that the cells consist 

predominantly of nucleus, thus they have scant cytoplasm. 

Testing Accuracy and Execution Time 

 In this paper going to discuss about compared 

Accuracy and Execution time for ELM with RVM for 

following data sets Lymphoma data set, Leukemia data set 

SRBCT data set. The ELM was better performer than RVM. 

Data Set No. of Gene 

Combinatio

n 

Accuracy Execution 

Time 

(Second) 

EL

M 

RV

M 

ELM RV

M 

Lymphom

a 

100,2 78% 69% 23.2

5 
50.25 

Leukemia 100,3 82% 70% 31.5

4 
45.49 

SRBCT 100,4 81% 76% 21.2

2 
32.88 

Table1: Comparison of Accuracy and Execution Time 

between ELM and  

The Table 1 represents the accuracy and execution time for 

gene expression data using the ELM technique. The 

comparison of RVM and ELM approaches are evaluated 

using three datasets lymphoma, leukemia and SRBCT.  The 

ELM is more proficient performance than the existing 

technique. 

http://www.medicalnewstoday.com/articles/285666.php
http://en.wikipedia.org/wiki/Malignant
http://en.wikipedia.org/wiki/Neoplasm
http://en.wikipedia.org/wiki/Microscope
http://en.wikipedia.org/wiki/Cell_%28biology%29
http://en.wikipedia.org/wiki/Staining
http://en.wikipedia.org/wiki/H%26E_stain
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Figure 1: Comparison of Accuracy between ELM and RVM 

The accuracy and execution time represents the 

better outcome using proposed ELM when compared to the 

RVM techniques. Figure 3 shows the accuracy value for 

RVM and proposed ELM. Compared to RVM the accuracy 

value is higher in ELM approach. In Figure 4 represents the 

execution time for comparable RVM and ELM for gene 

expression data. In ELM technique execution time is smaller 

than the RVM. 

 

 

Figure 2: Execution Time between ELM and RVM 

4. Conclusion 

 Cancer research is one of the key research fields in 

the medical field. Exact prediction of several cancer  has 

higher value in offering enhanced treatment and pain 

reduction on the patients. Cancer diagnosis problem based 

on microarray data has become an important field of 

research area. In this paper, ELM algorithm is used for 

classification. It performs better than the RVM algorithm. 

The experiment is performed with the help of lymphoma, 

leukemia, SRBCT data set. The experimental result shows 

that the ELM technique results in better accuracy and 

consumes less time for classification when compared to the 

conventional techniques. 
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