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Abstract- Web Structure Improvement has attracted much attention now days. The large websites such as E-commerce, universities etc. have lots 

of pages visited by users daily. The users needed to be navigated effectively and efficiently throughout the website. Each user has its own set of 

target pages where the stay time is larger than that of other pages. While making website structure improvements the web master must consider 

the set of target pages of the users. The users’ web log must be maintained at the server side which further has to be divided into session and 

mini sessions. These mini sessions provides the inputs to extract the target pages of a specific user. The improvement in website must be done 

under some circumstances. The newly added links must satisfy some criteria such as how many number of links can be added.  

Previous literature provides some meaningful considerations about static and dynamic websites. The effective website structure 

improvements along with the set of target pages can be efficiently designed with static and informative websites while it’s difficult to consider 

the target pages in dynamic one. The structure optimization can be done with minimization or maximization strategies. Here in this survey paper 

we studied some previously published journals to get better knowledge about the web structure improvements for effective user navigation. 
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1. Introduction 

Designing a complex Web site so that it readily yields its 

information is tricky. First, different visitors have distinct 

goals. Second, the same visitor may seek different 

information at different times. Third, many sites outgrow 

their original design, accumulating links and pages in 

unlikely places. Fourth, a site may be designed for a 

particular use, but may be used in unanticipated ways in 

practice; the designer’s a priori expectations may be 

violated. All too often Web sites are fossils cast in HTML. 

We challenged the AI community to address this problem by 

creating adaptive 

Web sites: sites that automatically improve their 

organization and presentation by learning from visitor 

access patterns. Many AI advances, both practical and 

theoretical, have come about in response to such challenges. 

The quest to build a chess-playing computer, for example, 

has led to many advances in search techniques (e.g., [4]). 

Similarly, the autonomous land vehicle project at CMU  

resulted not only in a highway-cruising vehicle but also in 

breakthroughs in vision, robotics, and neural networks. We 

believe that the adaptive Web sites challenge will both drive 

AI advances and yield valuable technology. 

While adaptive Web sites are potentially valuable, their 

feasibility is unclear a priori: can nontrivial adaptations be 

automated? Will adaptive Web sites run amok, yielding 

chaos rather than improvement? What is an appropriate 

division of labor between the automated system and the 

human webmaster? To investigate these issues empirically, 

we focus on a case study the problem of index page 

synthesis. An index page is a page consisting of links to a set 

of pages that cover a particular topic (e.g., electric guitars) at 

a site; index pages are similar to the “hub pages”. Index 

page synthesis is the problem of automatically generating 

index pages to facilitate efficient navigation of a site, or to 

offer a novel “view” of the site. While most previous work 

has focused on creating customized versions of a site for 

individual visitors, our goal is to transform the site into a 

better one; many visitors to the site should benefit from 

these transformations. Index page synthesis is a first step in 

this direction; new index pages represent new views of the 

site that may accord with the way visitors view the 

information available.  

Our basic approach is to analyze the Web site’s access logs 

to find groups of pages that often occur together in user 

visits; we assume these groups of pages represent coherent 

topics in users’ minds. We desire a reliable technique for 

finding such sets of pages and turning them into index 

pages. 

 
Figure 1: A Conventional SQL User Web Navigation 
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 Previous work in concept learning and clustering is 

relevant to this endeavor. The goal of a concept learning 

algorithm  is to find a conceptual description of a class of 

objects from a data collection based on examples of the 

class (positive examples) and examples of objects not in the 

class (negative examples). Essentially, the algorithm must 

determine what the objects have in common that 

distinguishes them from other objects in the collection. 

However, concept learning algorithms are supervised 

learning algorithms: they require that their inputs be 

classified in advance. In our domain, all we have is a 

collection of objects (Web pages) and some data about 

usage patterns. Clustering algorithms, on the other hand, are 

unsupervised: they take a collection of objects as their input 

and produce a partition of the collection a classification of 

each and every object into exactly one class, or “cluster”. 

However, clustering has its own drawbacks for our domain: 

we do not want a partition of all the Web pages, merely to 

find small sets of pages that belong together. Furthermore, 

in our domain, pages may be placed into more than one 

cluster. 

2. Sources of Data                                                               

Now a day there are n number of data sources are available 

for User Web Navigation. Users’ web log is a major 

criterion for navigation log database. 

2.1 User Web Navigation Log 

Websites maintains their users’ navigation log in a log file, 

called as web Log. It contains the web pages visited by the 

user along with the stay time for each web page visited. 

 
Figure 2: User Web Log. 

This data source further can be divided into sessions and 

mini sessions for effective log maintenance. 

The main source of information we rely on is the site’s Web 

server log, which records the pages viewed by each visitor 

to the site. We rely on the visit-coherence assumption : the 

pages that a user visits during one session at the site One 

visitor may be interested in electric guitars, and view several 

pages on that topic; another may be looking for inexpensive 

keyboards and view all the pertinent pages. We do not 

assume that all pages in a single visit are related. After all, 

the information we glean from individual visits is noisy; for 

example, a visitor may pursue multiple distinct tasks in a 

single visit. However, if a large number of visitors continue 

to visit and re-visit the same set of pages that provides 

strong evidence that the pages in the set are related. Thus, 

we accumulate statistics over many visits by numerous 

visitors and search for overall trends. 

2.2 Real Data set 

The real data set was collected from the Music Machines 

website (http://machines.hyperreal.org) and contained about 

four million requests that were recorded in a span of four 

months. This data set is publicly available and has been 

widely used in the literature. The number of pages in the 

website that had out-degrees within a specified range. This 

website has in total 916 pages, of which 716 have an out-

degree of 20 or less, with the majority (83 percent) of the 

remaining pages having 40 links or less. 

3. Approaches 

3.1 The Conventional Approach 

Our survey of other work in this area has led us to formulate 

five desiderata for an adaptive Web site. 

(1) Avoid creating work for visitors (e.g., filling out 

questionnaires). Visitors to a site are turned off by extra 

work, especially if it has no clear reward, and may opt out 

rather than participate. If the site cannot improve itself 

without feedback, it will fail if users do not assist. 

(2) Make the Web site easier to use for everyone, including 

first-time users, casual users, etc. Customization can be 

genuinely useful for repeat visitors, but does not benefit 

first-time users. In addition, one user’s customizations do 

not apply to other users; there is no sharing or aggregation 

of information across multiple users. Transformation has the 

potential to overcome both limitations. 

(3) Minimize additional work for the webmaster. Although 

human-authored meta information (e.g., XML annotations) 

may facilitate site adaptively, we should weigh the benefits 

of this additional information against the cost of authoring 

it. 

(4) Protect the site’s original design from destructive 

changes. For safety, we limit ourselves to nondestructive 

transformations: changes to the site that leave existing 

structure intact. We may add links but not remove them, 

http://www.howtogeek.com/howto/database/monitor-all-sql-queries-in-mysql/
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create pages but not destroy them, add new structures but 

not scramble existing ones. 

(5) Keep the human webmaster in control. Clearly, the 

human webmaster needs to remain in control of the Web site 

in the foreseeable future both to gain her trust in automatic 

adaptive techniques and to avoid “disasters”. 

 

3.2 Re-organizing Link Model 

We consider websites as graph and each page as node and 

redirecting URL between pages as edges figure-3 shows our 

website with 15 pages and many links, links as edges 

represent as 1 or 0 say we have source node is i and node on 

which out-link connect to j node with link Xij.  

 
Figure 3: An Example 

Here we will form cluster for which we have object are URL 

on which user is active and URL which satisfies threshold 

criteria for cluster of links between node i and j for which 

cluster can be represent as Kij, to perform clustering we will 

use the similarity measures by farthest distance and we use 

distance measures is Euclid , here we have two parameter 

session „S‟ and Clicks „C‟ on which cluster is performed 

for most far value from mean. 

4. Towards An Adaptive Web 

In order to cope with an ever-increasingly large and 

complex World Wide Web, there is a demand for intelligent 

tools and structures which can simplify the experience and 

make navigation of the sites easier for users and yet 

maximize the quality and completeness of the experience. 

These tools and structures should provide sufficient 

intelligence so that one can sense the environment, perceive 

and interpret the situations in order to make decisions and to 

control actions. From our point of view, this is possible 

through the integration of techniques from multiple 

disciplines and research areas. One reasonable approach is 

to combine artificial intelligence, user modelling, graph 

theory, and information mining techniques to create 

websites and website browsing tools which are adaptive. 

Adaptive refers to the ability of the website or tool to change 

its behavior or responses in reaction to the way it is used. An 

adaptive website should have the ability to recognize users 

and events, to reason about, and plan for the future.  

Web logs are the main source of user behavior data used to 

continuously tune and adapt the site to it’s users. Adaptation 

may be done in the form of temporarily altering text, links 

or page format. Creating new pages and adding or removing 

links are also possible permanent adaptations that may be 

considered. Although adaptive web technologies belong 

properly as a subset of the field of adaptive hypermedia, the 

rapid growth of the World Wide Web has magnified its 

importance and prevalence to the point where it currently 

overshadows the larger field. This paper focuses on issues 

and technologies specifically relating to the Web, 

mentioning those that belong to the larger field only for 

historical reasons or when there are useful abstractions or 

generalizations. 

The broadest definition of an adaptive website is a website 

which changes based on the way it is used. Changes can 

take on many forms (as described in section 3), may either 

be immediate (as in the case of recommendation systems) or 

gradual (as in the case of systems which suggest changes to 

a website administrator). An adaptive website technique 

may apply to smaller, closed-corpus websites, where the 

entire site is known in advance, or to the Web in general, 

where it is virtually impossible to know all the web pages 

even casually. In the latter case, we might describe it as an 

adaptive web browsing tool rather than an adaptive website. 

5. A Hybrid Web Personalization Model: 

The overall process of Web personalization generally 

consists of three phases: data preparation and 

transformation, pattern discovery, and recommendation. In 

traditional collaborative filtering approaches, the pattern 

discovery phases (e.g., neighborhood formation in the k-

nearest-neighbor) as well as the recommendation phase are 

performed in real time. In contrast, personalization systems 

based on Web usage mining, perform the pattern discovery 

phase offline. Data preparation phase transforms raw web 

log files into 

Click stream data that can be processed by data mining 

tasks. A variety of data mining techniques can be applied to 

the click stream or Web application data in the pattern 

discovery phase, such as clustering, association rule mining 

[1,2], and sequential pattern discovery [3].The 

recommendation engine considers the active user session in 

conjunction with the discovered patterns to provide 

personalized content. The personalized content can take the 

form of recommended links or products, or targeted 

advertisements tailored to the user’s perceived preferences 

as determined by the matching usage patterns. In this paper, 

our focus is specifically on association rule mining and 

sequential pattern discovery, and the suitability of the 

resulting patterns for personalization.  
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6. Challenges for the Recommendation System 

Website structure: The way that the website is physically 

laid out can be useful toward understanding usage behavior 

and interpreting system suggestions. Furthermore, the 

semantic information about the reasons why the structure 

exists in the way that it does may also inform the system. In 

closed-corpus systems, it is possible to know this in detail, 

but in Web-spanning systems this information is not 

immediately available, and retrieving it fully is an enormous 

problem of scale (and may not even be possible). Note that 

an additional problem occurs when one considers the 

changeability of web pages: the website structure is easily 

changed, and is subject to change over time. 

Website content: The content of web pages themselves is 

essential toward determining particular topical interests and 

understanding the relationships between pages, but suffers 

even more greatly from the problems of scale, availability 

and changeability. 

User data: Information about the people using the system 

can help in understanding their interests, or in finding 

common groups of users which share interests. User 

profiling is a technique by which user data is gathered from 

one or more sources, processed and analyzed in order to 

better understand a user’s characteristics and browsing 

trends. User profile data may be gathered from the client 

side, server side or from a proxy, either through direct 

interview or through observed behavior such as purchases or 

dialogue acts. The data may be categorized as demographic, 

behavioural, attitudinal or click stream data. There are 

really two types of user data: those that describe individuals 

and those that describe groups of users. Each individual user 

profile is based on contextual relevance observed during the 

user information access. 

Information may include demographics, goals and interests, 

browsing behaviour patterns, browsing capabilities, 

shopping behaviors, connection speed and type, and human 

relationships. One of the key problems with user 

information is the difficulty in obtaining it, and another is 

the difficulty of verifying the veracity of the data [6]. It has 

been suggested that users are neither interested in providing 

this information, nor are they necessarily even willing to 

provide it for privacy concerns. 

Website usage data: Perhaps the most important data set is 

the recording of interactions of users with the website, in 

other words, the way that the website is used. This data set 

may be described in terms of simple page views, 

transactions (which are “significant” events, and may 

combine multiple page views), and sessions (which are a 

combination of page views or transactions that together 

represent an individual users’ experience). In addition to the 

simple sequence of events, information about time of access 

and frequency of access is also useful. 

7. Applications of recommendation systems 

7.1 SEO (Search Engine Optimization) 

Google likes consistent navigation. It is good to have 

consistent navigation not only for users to understand and 

get the idea of how to navigate through your website but 

also for search engines to index your website. Search engine 

robots will crawl through your website in order to index 

your website and put the links in the search engine results 

page. If you want to be visible, pay attention to good 

navigation design and get more traffic. 

7.2 Indicate Where You Are 

It is crucial to let the user know where he is at all times. You 

can do this by changing the link’s background, color of the 

page name or turn the text bold in the navigation menu to 

make it different from others. 

7.3 Provide Web Context 

To be consistent with your content and navigation provide 

some context for website users to find things they need 

quickly. You can place small icons related to the content 

you link to or short descriptions to give an overview of what 

the page is about. 

8. Conclusion 

 In this paper we have studied the survey of Website 

structure improvement over different issues which include 

different techniques used for Website structure 

improvement, challenges of the Website structure 

improvement and the applications of it. Website structure 

improvement is a prominent field of the data mining used to 

extract the essential knowledge from a enormous amount of 

users web navigation logs, stay time on each page. Users’ 

mini sessions are most helpful to recognize and predict the 

users’ target pages. Big organizations use the Website 

structure improvement for search engine optimization 

applications. A lot of work is done in the field of Website 

structure improvement in the form of collaborative and non-

collaborative. Still lots of drawbacks and challenges are 

there like detecting the fake links and logs so on. Now a day 

it is founded that the Website structure improvement is 

always be a ongoing research field for future researchers. 
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