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Abstract— Mining of opinions from customer reviews is received tremendous attention from both domain dependent document and domain 

independent document as it decides the overall rating of any product. The sale and market of product is totally dependent on these reviews.  

Opinion identification is not a big problem if we use a single review corpus, but it will give poor results. On using two or more corpus it is 

more complex. There are number of existing techniques for opinion mining, but are suitable for a single corpus not for multiple corpuses. 

In this current paper we propose a Novel technique for mining opinion features from two or more review corpus. This technique use two 

corpus one is domain dependent and other domain independent. We will major domain dependent relevance for candidate feature with both 

domain dependent and domain independent corpus, we call it as intrinsic domain relevance and extrinsic domain relevance respectively. The 

opinion features with IDR greater than intrinsic domain relevance threshold and less than extrinsic domain relevance are    user opinions plays an 

important role in finding grade of the product. Many users now a day won’t to now the grade of the product  along with which positive and 

negative factors decide this rating. In proposed paper different techniques are proposed to extract opinion features from two or more review 

corpora. 

 

Keywords- Information search and retrieval, natural language processing, opinion mining, opinion feature. 

__________________________________________________*****_________________________________________________                                                                                               

I. INTRODUCTION 

In this paper different techniques are proposed to identify 

features in user opinion about product do decide its overall 

rating along with different factors which decide this rating. 

 The first approach is the vector based unsupervised 

approach [1] to which can model lexical meanings, but they 

do not capture sentiment information central to many word 

meanings. A solution is to provide a model combination of 

unsupervised and supervised techniques which capture 

semantic term document information along with sentiment 

content. This model is to utilize the document level sentiment 

polarity annotations in online documents. This paper 

proposed unsupervised model to incorporate sentiment 

information on only two tasks of sentiment classification to 

show how this extended model can leverage the abundance 

of sentiment -labeled texts available online to obtain word 

representation that capture both sentiment and semantic 

relations. It can be used to classify a large variety of 

annotations, and thus is broadly applicable in the area of 

sentiment analysis and retrieval. 

The second approach is to do phrase level analysis of 
sentiments [2] to determine a term is neutral or polar and then 
remove the ambiguity of the polar expression. This approach 
automates the identification of contextual polarity for the 

large sentiment expressions. A sentiment analysis is to 
identify positive and negative emotions at the document level. 
But some tasks needs sentence level or phrase level sentiment 
analysis. 

 

Figure 1: Dependence tree for the sentence Prior polarity 

is marked in parentheses for words that match clues from 

the lexicon. 

 
 The contextual polarity of a phrase may be different from 
polarity of words within the same phrase.  The 
dependence tree for the sentence prior polarity is 
represented in above figure from [2].  This technique does 
not consider other types of features, and they restrict their 
tags to positive and negative. In addition this technique 
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assigns one sentiment per sentence; this technique assigns 
contextual polarity to individual expressions. 

The third approach is to phrase level sentiment analysis [3] 
that provides ordinal sentiment scale it’s explicitly 
compositional in nature. These compositional effects are used 
for accurate assignment of phrase level sentiment. For 
example, combination of adverb with a positive polar 
adjective produces phrase with greater polarity than individual 
adjective.  In this technique we model every word as a matrix 
and merge words using iterated matrix multiplication. This 
paper provides algorithm for a matrix space model for 
semantic composition.  The learning space of matrix-space 
model is not an easy task, as final optimization problem is non 
convex, the care needs to be taken during initialization. The 
weights learned in bag-of-words model come to rescue and 
provide better initial point for optimization procedure. 

The fourth approach is to automate identification of necessary 
product aspects from online reviews of customer [4]. These 
aspects are commented by number of customers and these 
customer opinions on aspects represent their overall opinions on 
the product.  

 

Figure 2:  Sample review on iphone 3GS product 

We first apply shallow dependency parser on customer reviews 
of a product to determine customer’s opinions on these products 
using a sentiment classifier. We then apply an aspect ranking 
algorithm for identification of aspects with consideration of its 
frequency and overall rating. The example of review on iphone 
3GS product is represented in figure by [4]. 

I. RELATED WORK: 

The models presented in previous operate on probabilistic 
subject modeling and vector spaced models for word meanings 
[1]. Latent Dirichlet Allocation is a probabilistic document that 
considers each document as a mixture of latent topics. A 
conditional distribution probability p (wjT) is computed for each 
latent topic T to find occurrence of word w in T. A k 
dimensional vector representation of word is computed by 
training a k-topic model and then filling the matrix with p (wjT). 
This technique is to represent word meanings not for topic 
modeling.  

A Latent Semantic Analysis [2] is the best vector space model 
that learns semantic word vectors using singular value 
decomposition to factor term document co-occurrence matrix. 
The entries from k largest singular values are sampled from the 
from the word’s basis in the factored matrix to find a k-
dimensional representation for a given word. This technique 
forces researcher to select one of the design choices using term 
frequency and inverse document frequency. The delta idf 
weighting helps with sentiment classification.  

A semantic analysis is to identify positive and negative opinions 
[3]. This is done at both document level and sentence level or 
phrase level sentiment analysis. In this technique we will discuss 
the effect of negate. A Moilanen and Pulman exception propose 
a compositional semantic approach to assign positive and 
negative sentiments to news paper article titles. A general 
compositional language [4] is proposed to assign ordinal 
sentiment scores for each sentiment bearing phrases. All words 
are modeled as matrices and their combination as matrix 
multiplication. The topic based text categorization and polarity 
classification are the two techniques, where topic is represented 
by frequent occurrences of certain keywords. Whereas 
sentiments are difficult to detect using specific keywords where 
there are multiple domains. Affective neuroscience [5] has stated 
that components of emotional learning can occur without 
awareness and they do not require explicit processing. Affective 
information processing takes place at unconscious level. 

The human process information at two levels, one is fast, 
parallel, unconscious processing and another one slow, serial, 
more conscious processing. These U-level and C-level systems 
can operate simultaneously or sequentially. To learn such dual-
process model sonic activation framework is proposed that 
provides multi-dimensionality reduction and graph mining 
techniques for natural language processing. This describes the 
field of sentiment analysis and importance of common sense 
reasoning, the multidimensional reduction techniques to perform 
unconscious affective reasoning, a graph mining techniques used 
to perform reasoning at conscious level, the development of a 
sentiment analysis engine and its evaluation are presented. 

II. COMPARISON: 

Table 1: Table of Evaluated Methods 

Method  Characteristics Corpus 

LDA Topic Modeling Review 

ARM Frequent item set Mining Review 

MRC 
Mutual Reinforcement 
Principle 

Review 

DP Dependency Parsing Review 

 

1. Latent Dirichlet allocation (LDA) [7], it is a generative 

probabilistic graphical topic model, 

2. Association rule mining (ARM) [33], which represents 

frequent nouns or noun phrases as opinion features,  

3. Mutual reinforcement clustering (MRC) [34], and  

4. Dependency parsing (DP) [5], which utilizes synthetic 

rules to extract features. 

 

III. CONCLUSION: 

In this paper we have studied different techniques of        

Opinion mining. These techniques present different 

mathematical models and mining techniques. 

A vector space model provides word representation extracting 

semantic and sentiment information. The models probabilistic 

foundation provides a theoretically justified technique for word 

vector induction. This method performs better than LDA, which 

models latent topics directly. Here unsupervised model is 

extended to incorporate sentiment information and semantic 

relations. 



International Journal on Recent and Innovation Trends in Computing and Communication                                                       ISSN: 2321-8169 

Volume: 2 Issue: 10                                                                                                                                                                                      3322 – 3325 

_____________________________________________________________________________________________ 

3324 
IJRITCC | October 2014, Available @ http://www.ijritcc.org                                                                 

____________________________________________________________________________________ 

In second approach for phrase level sentiment analysis is 

proposed to determine whether an exception is neutral or polar 

and then separate the polarity of the polar expression. 

A novel matrix-space model is to prediction of ordinal 

scale sentiment. This model proposes matrix for each word, the 

composition of words is modeled as iterated matrix 

multiplication. The benefit of this method is that knowledge 

matrices for words, the model can operate unseen word 

compositions when unigrams are seen. A linguistic order of 

composition can further gain performance. 

A brain-inspired computational model is proposed for 

conscious and unconscious affective common sense reasoning. 
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