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Abstract—Internet growth has increased rapidly due to which number of network attacks have been increased. This emphasis importance of 

network intrusion detection systems (IDS) for securing the network. It is the process of monitoring and analyzing network traffic for  detecting 

security violations many researcher suggested data mining technique such as classification, clustering ,pattern matching and rule induction for 

developing an effective intrusion detection system. In order to detect the intrusion, the network traffic can be classified into normal and 

anomalous. In this paper we have evaluated tree base classification algorithms namely J48, Hoeffding tree, Random Forest, Random Tree, 

REPTree. The comparison of these tree based classification algorithms is presented in this paper based upon their performance metrics using 10 

fold cross validation and KDD- CUP  test dataset. This study shows that random forest and J48 are the best suitable tree base algorithms. 
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I.  INTRODUCTION  

Sophisticated hacking attacks are continuously increasing in 
the internet. In the past hacking personal information, accessing 
resources is done for just fame, but now a days hacking targets 
companies, government agencies for various reasons such as  
profit, protest, challenge or enjoyment. The new kind of attack 
Advanced Persistent Threat (APT) targets a specific system and 
analyses vulnerabilities of the system for a long time. APT 
usually targets organizations or nations for business or political 
motives. Due to which it is very difficult to detect and prevent 
APT attacks compared to traditional attacks and could result 
massive damage.[1][2] 

Several techniques, methodologies, policies, and systems 
have been proposed to alleviate the threat and attacks through 
the intrusion detection systems (IDS). IDSs can monitor events 
at the endpoints  on the network or host to detect anomaly. 
There are basically two approaches for IDS , first approach is 
based on signature matching while the second is to detect the 
anomaly behavior from the network. Each has its own strength 
and weakness in order to cope with both known and unknown 
attacks in an efficient way with high detection precision and 
speed. 

The rest of this paper is organized as follows: section II 
describes related work. Section III describe data mining, KDD 
CUP 1999 dataset and WEKA. Section IV shows result of 
experiments, In Section V results analysis , and we conclude 
with conclusion and Future work in Section VI. 

II. RELATED WORK 

The KDD Cup '99 dataset is the most well-known intrusion 
detection dataset available and researched by many researchers. 
The network traffic records in the dataset are classified as 
Normal or one of the four attack types i.e. DOS - denial of 
service , PROBE - network probe , R2L - remote to local and 
U2R- user to root  attacks. In past various static machine 
learning algorithms have  been evaluated and results are 
published. 

 

The results of the KDD'99 classifier learning contest, as 
summarized by Elkan [3], were all variants of the C5 decision 
tree algorithm (see Quinlan [4]). After the contest a 
comprehensive set of other algorithms were tested on the KDD 
Cup 99 data, mostly with comparable results, were presented 
by Sabhani and Serpen [5], Sung and Mukkamala [6], Chavan, 
Shah et al. [7] and Peddabachigari, Abramham et al. [8]. The 
majority of results published are on the KDD Cup '99 `10%' 
training set only see Sung and Mukkamala [6], Kayacik, 
Zincir-Heywood et al. [9] and Lee, Shin et al. [10].  

Some of the researchers extracted 11,982 records from 
KDD Cup 10% training dataset and build custom training 
datasets with  5,092 records and 6,890 test record see Chavan, 
Shah et al. [7], Chebrolu, Abraham et al. [11] and Chen, 
Abraham et al. [12].  

Chavan, Shah et al. [7] use a decision tree method  for 
ranking of features per class. They reduced  number of features 
from 41 to 13 for 'normal',16  for `probe', 14 for `dos', 15 for 
`u2r' and 17 for `r2l' for experiment they evaluated it using  
artificial neural networks and fuzzy inference systems. 

Kayacik, Zincir-Heywood et al. [9] investigated the 
relevance of each feature provided by the KDD Cup '99 
intrusion detection dataset  in terms of information gain and 
presented the most relevant feature for each individual attack. 
Another  important result was that 9 features do not make any  
contribution for  intrusion detection. 

Tavallaee and Bagheri et al. [15] described the importance 
of each feature in KDD ’99 intrusion detection dataset for 
detection of DOS, PROBE, U2R L2R and Normal  class. They 
also discuss various problems of  KDD Cup '99 datasets and 
created  a revised version of the datasets, called NSL-KDD to 
address the some of known issues. They modified the class 
distributions by cleaning the training and testing datasets. This 
will avoid   biasness towards the more frequent records. 

Ben Amor et al. [16] performed comparative analysis of 
decision tree vs naïve bayes and  found that decision tree 
performs  slightly better  than naïve bayes. They also found that 
building  naïve bayes computational model is faster than  of 
decision tree. Decision trees generally have very high speed of 
operation and high attack detection accuracy.  
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Gary Stein et al. [17] suggest that all 41 features are not 
required for detecting  four types  of attack i.e. Probe, 
DOS,U2R and R2L.  They performed experiment for each of 
the above four categories of attack separately using Genetic 
Algorithm. They found that GA made drastic performance 
improvements in Probe category attacks. However, 
performance improvement on R2L and U2R are limited. One of 
the reason is that proportions of R2L and U2R are very less in 
the training data compare to testing data. 

Nadiammai et al [18] presented a comparative study of 
attack predication based on accuracy, sensitivity, specificity, 
time and error using rule based and some function based 
classifiers. 

Hwang et al [19] presented  three-tier architecture of 
intrusion detection system based on traffic filtering such as 
white list traffic as normal, blacklist traffic as  known attacks 
and rest of the traffic as anomalies using  multi-class SVM 
classifier. 

Reddy et al [20] also presented a survey of various data 
mining techniques for intrusion detection system. 

Subramanian et al [21] presented the performance study of 
decision tree algorithms using NSL-KDD[22] dataset.  

Das et al [23] also presented a comparison of the various 
data mining classification techniques for intrusion detection.  

Nagaraju et al [24] evaluated the performance different data 
mining classification techniques namely CART, Naive 
Bayesian, and Artificial Neural Network Model  classifier 
using a confusion matrix. 

Chakchai So et al [41] performed intrusion detection 
analysis using both KDD CUP dataset and recent HTTP 
BOTNET attacks on Decision Tree, Ripper Rule, Neural 
Networks, Naïve Bayes, k–Nearest–Neighbour, and Support 
Vector Machine classifiers. They evaluated the performance 
using standard cross–validation and confusion matrix. 

III. DATA MINING, KDD CUP 1999 DATASET AND 

WEKA DESCRIPTIONS 

A. Data mining 

Data mining (also known as Knowledge Discovery in 
Databases - KDD) generally refers to the process of extracting 
descriptive models from huge amount of data. Frawley[27] 
defined data mining as “The nontrivial extraction of implicit, 
previously unknown, and potentially useful information from 
data”. Data mining commonly involves five classes of tasks 
namely clustering, classification, regression, association rule 
learning and visualization. The main aim of data mining is 
forecasting [40]. Data mining-based IDSs require less expert 
knowledge (only need to label the traffic data to indicate 
intrusions instead of hand-coding rules) yet provide good 
performance. 

Classification is one of the most commonly used data 
mining technique. The goal of classification is to build a 
model/classifier from classified objects in order to classify 
previously unseen objects as accurately as possible. Depending 
on the information available on classes and the type of 
classification, the output of a “classifier” can be presented in 
different forms, for example in the form of decision trees or 
rules [37-39].  For analyzing the data and classification of 
network attacks, five different tree base classification 
algorithms such as  Hoeffding tree, J48,   Random Forests, 
Random Tree, REPTree are studied and evaluated. 

Hoeffding tree[28]:A Hoeffding tree (Very Fast decision 
Tree i.e. VFDT) is based on hoeffding algorithm for building 

decision tree from real time  rapid data feeds. It is one pass 
algorithm It uses no of concepts and its results are approximate. 
The main advantage of Hoeffding tree algorithm is it consumes 
less memory.  It uses an incremental approach for new samples. 
It consumes more memory as tree grows and they waste 
computational time in checking ties [31]. 

J48:Java implementation for generating a pruned or 
unpruned C4.5[29] decision tree[31]. 

Random Forests[8]: This algorithm  was developed by Leo 
Breiman and Adele Cutler. It is an ensemble learning method  
for classification and regression. It construct a number of 
decision trees (CART) at training time and they are  not 
influenced by each other. While predication it sums all 
predication made by all decision trees. It is best suited for the 
analysis of complex data structures having large column data 
with  small to moderate data sets [42] . 

Random Tree: It construct tree using K randomly  chosen 
attributes at each node. After tree is constructed it does not 
perform pruning. Also it has s an option to estimate of class 
probabilities based on a hold-out set [31].  

REPTree: This algorithm builds decision or regression tree 
using information gain or variance. Decision or regression tree 
is pruned using reduced-error pruning. Sorting only once on 
numeric attributes values. Splitting the corresponding instances 
into pieces for Missing values [31]. 

B. KDD CUP 1999 Dataset 

In general, KDD CUP 1999 is based on the intrusion 
detection simulation of  U.S. Air force local area networks via 
tcpdump [www.tcpdump.org]. The dataset consists of network 
access behavior including up to 41 attributes as well as 
heterogeneous access patterns. 

In general, KDD CUP consists of four main types attacks 
categories[32] as given below; 
DoS (Denial of Service): This attack can freeze the server 
operation and activity by acquiring all resources so that the 
server cannot provide any service, commonly using flooding–
based schemes. 
PROBE: This attack is used during a preparation stage for other 
attacks in order to gain valuable information such as enabled 
ports and services as well as Internet address information. 
U2R (User to Root): This attack performs a specific operation 
in order to penetrate into a system hole/leak such as Buffer 
Overflow. 
R2L(Remote to User): The attack is used to take advantages of 
related users’ safety information or configuration such as SQL 
Injection. 
 
The details of these attack types in data set are shown in Table I 

TABLE I.  ATTACK CATEGORY 

Type Attack 

DoS 

apache2, smurf, neptune, dosnuke, land,pod, back, 

teardrop, tcpreset, syslogd, crashiis, arppoison,mailbomb, 
selfping, processtable, udpstorm, warezclient 

PROBE 
portsweep, ipsweep, queso, satan, msscan, ntinfoscan, 

lsdomain, illegal-sniffer 

U2R 

sechole, xterm, eject, ps, nukepw, secret, perl, yaga, 

fdformat, ffbconfig, casesen, ntfsdos, ppmacro, 

loadmodule, sqlattack 

R2L 
dict, netcat, sendmail, imap, ncftp, xlock, xsnoop, 

sshtrojan, framespoof, ppmacro, guest, netbus, snmpget, 

ftpwrite, httptunnel, phf, named 
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TABLE II.  NO OF ATTACKS IN DATASET 

Type Training Test 

DoS 395176 229853 

PROBE 4107 4166 

U2R 58 228 

R2L 1125 16189 

NORMAL 112332 60593 

TOTAL 512798 311029 

 

C. Waikato Environment for Knowledge Analysis(WEKA) 

It  is a collection of machine learning algorithms developed 
in Java for data mining tasks developed by Machine Learning 
Group at the University of Waikato New Zealand. The 
algorithms can either be applied directly to a dataset or called 
from your own Java code. It contains various tools for data 
mining activities like data pre-processing, classification, 
regression, clustering, association rules, and visualization. It is 
easy to develop new machine learning schemes using this tool. 
It consists of Explorer, Experimenter, Knowledge flow, Simple 
Command Line Interface, Java interface [31]. 

IV. EXPERIMENTS AND RESULTS 

In order to evaluate the performance of tree base 
classification techniques,  KDD CUP 1999 10% train dataset 
[32] available at University of California web site 
(http://kdd.ics.uci.edu/databases/kddcup99/) was used. All 
classification models were generated using WEKA 3.7.11 on 
Intel Dual Core with 4 GB RAM machine with Windows 7 
operating system. Their performance is evaluated using 10 fold 
cross validation and test dataset. 

The experiments were performed on full 10% training 
dataset having  512798 records and test data set having 311029 
records. 

Performance of all the classifiers is compared based upon 
accuracy of attack detection and instance predication provided 
by confusion matrix. The obtained results are shown below 

A. Using Cross Validation 

TABLE III.  PERFORMANCE METRICS  

Classifiers 
Classified Instances 

Correctly Incorrectly 

HoeffdingTree 99.8528 0.1472 

J48 99.9684 0.0316 

RandomForest 99.9789 0.0211 

RandomTree 99.9602 0.0398 

REPTree 99.9524 0.0476 

TABLE IV.  ATTACK DETECTED   

Classifiers 
DOS PROBE 

Correct 
False + 

ve 
Correct 

False 

+ ve 

HoeffdingTree 395063 113 3944 163 

J48 395156 20 4081 26 

RandomForest 395174 2 4066 41 

RandomTree 395151 25 4048 59 

REPTree 395141 35 4012 95 

 

Classifiers 
U2R R2L 

Correct 
False + 

ve 
Correct 

False + 

ve 

HoeffdingTree 40 18 1038 87 

J48 32 26 1078 47 

RandomForest 41 17 1103 22 

Classifiers 
U2R R2L 

Correct 
False + 

ve 
Correct 

False + 

ve 

RandomTree 37 21 1100 25 

REPTree 28 30 1090 35 
 

Classifiers 
NORMAL 

Correct False + ve 

HoeffdingTree 111958 374 

J48 112289 43 

RandomForest 112306 26 

RandomTree 112258 74 

REPTree 112283 49 

 

B. Using Test Dataset 

TABLE V.  PERFORMANCE METRICS  

Classifiers 
Classified Instances 

Correctly Incorrectly 

HoeffdingTree 90.8358 9.1642 

J48 92.617 7.383 

RandomForest 92.4801 7.5199 

RandomTree 90.3529 9.6471 

REPTree 92.3026 7.6974 

TABLE VI.  ATTACK DETECTED   

Classifiers 
DOS PROBE 

Correct 
False 

+ ve 
Correct 

False 

+ ve 

HoeffdingTree 222200 7653 1345 2821 

J48 223688 6165 3142 1024 

RandomForest 223932 5921 3249 917 

RandomTree 216830 13023 2852 1314 

REPTree 222904 6949 3060 1106 
 

Classifiers 
U2R R2L 

Correct 
False + 

ve 
Correct 

False 

+ ve 

HoeffdingTree 27 201 2 16187 

J48 7 221 946 15243 

RandomForest 2 226 890 15299 

RandomTree 25 203 1734 14455 

REPTree 23 205 1569 14620 
 

Classifiers 
NORMAL 

Correct False + ve 

HoeffdingTree 58950 1641 

J48 60281 310 

RandomForest 59565 1026 

RandomTree 59581 1010 

REPTree 59530 1061 

 
 

V. RESULT ANALYSIS 

We use 10-fold cross validation and test data set provided 
by University of California to test and evaluate the algorithms. 
In 10-fold cross validation process the data set is divided into 
10 subsets. Each time, one of the 10 subsets is used as the test 
set and the other remaining 9 subsets are used as the training 
set. Performance statistics are calculated across all 10 trials. 
Table III summarize the results of all classifiers and Table IV 
summarize category wise attack detected using 10-fold cross 
validation.  Percentage of attack detection is shown in Table 
VII and FIG 1. 
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TABLE VII  % OF ATTACK DETECTION USING  CROSS VALIDATION 

Classifiers 
Attack Types 

DOS PROBE U2R R2L Normal 

HoeffdingTree 99.971 96.031 68.966 92.267 99.667 

J48 99.995 99.367 55.172 95.822 99.962 

RandomForest 99.999 99.002 70.690 98.044 99.977 

RandomTree 99.994 98.563 63.793 97.778 99.934 

REPTree 99.991 97.687 48.276 96.889 99.956 

 
From Above table it is clear that almost all classifier 

performs well compare to each other and they are slightly 
better than each other.   All classifier achieve more than 90% 
attack detection ratio in DOS, PROBE, R2L and more than 
99% Normal category. Only in U2R category of attack the ratio 
is less than 75%. This is because of U2R types of attack are 
very less in training dataset of KDD Cup data set.  Compare to 
other classifier RandomForest performs slightly better than 
other classifier in DOS, U2R,R2L and Normal Category and in 
PROBE category it is slightly behind J48 classifier. 

 

 
FIG 1  % OF ATTACK DETECTION USING CROSS VALIDATION 

Table VIII  shows percentage of attack detected by all 
classifiers using test dataset provided by KDD Cup data set. 
From Table VIII  it is clear that almost all classifier performs 
well compare to each other in DOS attack category and they 
achieve more than 95%  attack detection ratio except 
RandomTree. All classifier achieve more than 97% detection 
ratio in Normal category. Only in U2R and L2R category of 
attack the ratio is less than 12%. This is because of U2R and 
L2R types of attack are very less compare to other attack types 
in training dataset of KDD Cup data set.  Compare to other 
classifier J48 performs slightly better than other classifier in 
U2R,R2L and Normal Category and RandomForest  classifier 
performs slightly better than other classifier in DOS and 
PROBE category. 
 

TABLE VIII   % OF ATTACK DETECTION USING TEST DATA SET 

Classifiers 
Attack Types 

DOS PROBE U2R R2L Normal 

HoeffdingTree 96.670 32.285 11.842 0.012 97.288 

J48 97.318 75.420 3.070 5.843 99.485 

RandomForest 97.424 77.988 0.877 5.498 98.303 

RandomTree 94.334 68.459 10.965 10.711 98.330 

REPTree 96.977 73.452 10.088 9.692 98.246 

 
FIG 2  % OF ATTACK DETECTION USING TEST DATA SET  

From table VIII it is clear that J48 classifier performs well 
in U2R, L2R and Normal category and in DOS, PROBE it is 
slightly behind RandomForest classifier. 

 

VI. CONCLUSIONS AND FUTURE WORK  

Tree base data mining classification techniques such as 
Hoeffding tree, J48, Random Forests, Random Tree, REPTree, 
were evaluated in this study  on network intrusion detection 
dataset of  KDD CUP1999  using Weka 3.7.11  tools. In 
general, the results show Random Forest  using 10 fold cross 
validation and J48 using test data set classifiers  are  the best 
candidates considering their comparative classification  
accuracy. 

The main challenge in intrusion detection  is to achieve 
high detection rate and reduce false alarm rate. Any single  
classifier alone is not sufficient to achieve high accuracy and 
low false positive or negative. Therefore more than one 
classifier can be combined to improve overall performance of 
attack detection. 
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