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Abstract -Text classification and feature selection plays an important role for correctly identifying the documents into particular category, due to 

the explosive growth of the textual information from the electronic digital documents as well as world wide web. In the text mining present 

challenge is to select important or relevant feature from large and vast amount of features in the data set. The aim of this paper is to improve the 

feature selection method for text document classification in machine learning. In machine learning the training set is generated for testing the 

documents. This can be achieved by selecting important new term i.e. weights of term in text document to improve both classification with 

relevance to accuracy and performance. 
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I. INTRODUCTION 

 With the rapid growth of the world wide web and 
data in digital format, the task of automatic document 
classification is important for organization. The information 
and knowledge discovery from documents are done manually 
in many companies. Proper classification of electronic 
documents, online news, blogs, e-mails and digital libraries 
requires Text Mining, Machine learning and natural language 
processing techniques to extract required knowledge 
information. Text mining makes an attempt to discover 
interesting information and knowledge from unstructured 
documents. The important task is to develop the automatic 
classifier to maximize the accuracy and efficiency to classify 
the existing and incoming documents. 

In reality a large portion of the available information does 
not appear in structured databases but rather in collections of 
text articles drawn from various sources. Unstructured 
information refers to computerized information that either 
does not have a data model or the one that is not easily used 
by a computer program. The term distinguishes such 
information from data stored in field form in databases or 
annotated in documents. However, data mining deals with 
structured data, whereas text presents special characteristics 
and is unstructured. The important task is how these 
documented data can be properly retrieved, presented and 
classified. Extraction, integration and classification of 
electronic documents from different sources and knowledge 
information discovery from these documents are important. 

In data mining, Machine learning is often used for 
Prediction or Classification. Classification involves finding 
rule that partition the data into disjoint groups. The input for 
the classification is the training data set, whose class labels 
are already known. Classifications analyze the training data 
set and construct a model based on the class label. The goal 
of classification is to build a set of models that can correctly 
predict the class of the different objects. Machine learning is 
an area of artificial intelligence concerned with the 
development of techniques which allow computers to 
"learn". More specifically, machine learning is a method for 

creating computer programs by the analysis of data sets since 
machine learning study the analysis of data. The challenging 
task is of text classification performance, because many 
problems are due to high dimensionality of feature space and 
unordered collection of words in text documents. This paper 
will mainly focus on implementation of the text document 
feature selection. 

 „Bag of words‟ [1] is the simplest representation of 
textual data. Vector space model (VSM)[2]  is widely used in 
document classification system. Thousands of term word 
occurs in the text document, so it is important to reduce the 
dimensionality of feature using feature selection process [3], 
to resolve this problem different techniques can be used. 
Researchers have used different feature selection methods 
such as X2 Statistics (CHI), Information Gain (IG), mutual 
information, term strength, document frequency. With the 
help of these approaches it is possible to reduce the high 
dimensionality of features. Proposed IDFDDF (Inverse 
Document Frequency Divide Document Frequency) is the 
most effective method to reduce the dimensionality of feature 
space and improve the efficiency and accuracy of classifier. 
In this approach document preprocessing is also important to 
reduce the complexity and high dimensionality of term words 
occurs in the text document. 

 

II. DOCUMENT REPRESENTATION 

 One of the pre-processing techniques is the 
document representation which is used to reduce the 
complexity of the documents. The documents need to be 
transformed from the full text version to a document vector. 
Text classification is again an important component in most 
information management tasks for which algorithms that can 
maintain high accuracy are desired. Dimensionality reduction 
is a very important step in text classification, because 
irrelevant and redundant features often degrade the 
performance of classification both in speed and classification 
accuracy. Dimensionality reduction technique can be 
classified into feature extraction (FE) [4] and feature 
selection (FS) approaches given below. 
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A.  Feature Extraction 

  FE is the first step of pre-processing which is used 
to presents the text documents into clear word format. So 
removing stop words and stemming words is the pre-
processing tasks [5] [6]. The documents in text classification 
are represented by a great amount of features and most of 
them could be irrelevant or noisy [7]. DR is the exclusion of 
a large number of keywords, base preferably on a statistical 
process, to create a low dimension vector [8]. Commonly the 
steps taken for the feature extractions (Fig.1) are: 

Tokenization: A document is treated as a string, and then 
partitioned into a list of tokens. 

Removing stop words: Stop words such as “the”, “a”, 
“and”… etc are frequently occurring, so the insignificant 
words need to be removed. 

Stemming word: Applying the stemming algorithm that 
converts different word form into similar canonical form. 
This step is the process of conflating tokens to their root 
form, e.g. connection to connect, computing to compute etc. 

   
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 1 Feature selection Process  
 

B.  Feature Selection 

After feature extraction the important step in 
preprocessing of text classification, is feature selection to 
construct vector space, which improve the scalability, 
efficiency and accuracy of a text classifier. In general, a good 
feature selection method should consider domain and 
algorithm characteristics [9]. The main idea of FS is to select 
subset of features from the original documents. FS is 

performed by keeping the words with highest score 
according to predetermined measure of the importance of the 
word [7]. The selected feature retains the original physical 
meaning to provide a better understanding for the data and 
learning process [4]. For text classification a major problem 
is the high dimensionality of the feature space. Almost every 
text domain has much number of features, most of these 
features are not relevant and beneficial for text classification 
task, and even some noise features may sharply reduce the 
classification accuracy [10].  Hence FS is commonly used in 
text classification to reduce the dimensionality of feature 
space and improve the efficiency and accuracy of classifiers.  

In our approach TF, IDF, TFIDF, TFDF and Proposed 
method compare with data set R8 of Reuters 21578. 

III. FEATURE SELECTION APPROACHES 

Feature selection helps in the problem of text 
classification to improve efficiency and accuracy. In our 
approach we are examining different feature selection 
methods and then will find wheather our proposed method is 
effective to other studied method. 

A. TF (Term Frequency) 

Term frequency in the given document is simply the 
number of times a given term appears in that document. TF 
used to measure the importance of item in a document, the 
number of occurrences of each term in the document. Every 
document is described as a vector consisting of words such 
as  

D = <Term1, Term2, Term3,…….., Termn > 
Where D means the Document and Term means the word 

on that document and n represents the number of words in 
the document. 

Importance of the term„t‟ within the particular document 
with „ni‟ being the number of occurrences of the considered 
term and the denominator is the number of occurrences of all 
terms. 




K kn
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B. DF (Document Frequency) 

One way of calculating the document frequency (DF) is 
to determine how many documents contain the term„t‟ divide 
by the total number of documents in the collection. |D| is the 

total no of documents in the document set D, and | {di tj   

di   D}| is the number of documents containing term tj. 
 

C. IDF (Inverse Document Frequency) 

The inverse document frequency is a measure of the 
general importance of the term in the corpus. It assigns 
smaller value to the words occurring in the most of the 
documents and higher values to those occurring in fewer 
documents. It is the logarithm of the number of all 
documents divided by the number of documents containing 
the term. 
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Where |D| is total no of documents in the corpus & 

|)(| tidi   is number of documents where the term „ti‟ 
appears. 

D. Our Approach :  IDFDDF (Inverse Document 

Frequency Divide by Document Frequency) 

Using the inverse document frequency and document 
frequency it is the division of IDF and DF, it is denoted as 
IDFDDF. 

|D}    di     tj{di|

|D}    di     tj{di|

||
log

 IDFDDF





D

 
   
TFIDF is commonly used to represent term weight 

numerically using multiplication of term frequency and 
inverse document frequency [11]. IDFDDF is commonly 
used to represent inverse document frequency divided by 
document frequency. Here we can also get the numerical 
value and assign to the related term. Using these we can 
select the relevant (important) term from the total number of 
features in the corpus. The proposed method of feature 
selection is described is as follows. 

 
Step1: Collect the different Data sets. 
Step2: Text tokenization:  
1. Its conversion is very important for separating the 

sentences into words.  
2. Produce the sequence of term features of document. 
3. Remove all non-alphanumeric characters then convert 

into word string. 
Step3: Filtration: 
First these words are converted into lower case 
Remove all stop words using already well defined 

Blockade list. 
Step4: Stemming: 
In this process system removes the word‟s prefixes and 

suffixes. Applying stemming algorithm or own method. 
Step5: We get the highly relevant words from the 

document.  
Step6: All the terms and frequencies are collected from 

each document. Evaluate and retain values of TF.  
Step7: Repeat Step2 to Step6 for all the documents of 

corpus. 
Step8: Evaluate and retain all values of DF, IDF, and 

IDFDDF. 
Step9: Obtain the word feature set of corpus. 

IV. EXPERIMENTAL RESULTS 

 To evaluate the performance of our proposed 
method we have perform experiment on data set R8 of 
Reuters 21578. The experiment have been performed on 
Pentium® Dual-Core CPU, 3GB RAM, Windows Vista 32-
bit Operating System, and MATLABR2008a. Table 1 shows 
the detailed information of the data set. Performance of our 
proposed method using above mention dataset is shown in 
Figure 2.  

To reduce the dimensionality of original text documents 
using preprocessing step, the documents are converted into 
the vectors after which removes the non-alphanumeric 
characters and then insignificant words (keywords) called as 
filtration process hence removes the noisy elements from the 

term vector. After removal of noisy elements perform 
stemming process which is important for the text document 
feature selection. In this process remove the lexicons i.e. s, 
es, ing, ed, est etc. This process can be executed using our 
own method for lexicon removal instead of any existing 
algorithms. Stemming process generates the different word in 
single form in which we get the original term features of the 
corpus. Using traditional document frequency and inverse 
document frequency algorithm calculates the numeric values 
for the term feature of the corpus. With the help of these 
values proposed IDFDDF method is used to generate new 
numerical values for the corresponding term. These term 
values are ordered by their IDFDDF values in descending 
order. For creating the training set for testing the corpus 
documents, conduct feature selection by picking up top few 
terms. It has been observed that using top most minimum 
terms related to corpus generated using proposed IDFDDF 
method  are relevant with the class of the data set.  

 
TABLE1. DATA DESCRIPTION 

 
 

 
 
Figure 2 Generated Feature Set Using IDFDDF 

V. CONCLUSIONS 

The proposed method is an another approach for feature 
selection for text classification. R8 of Reuters 21578 data set 
where used for experimentation. The proposed method, per 
forms well for feature selection. Hence the accuracy and 
performance in feature selection will certainly enhance by 
adopting the proposed methodology. 
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