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Abstract--With the ever-increasing diffusion of computers into the society, the present popular mode of interactions with computers (mouse and 

keyboard) will become a bottleneck in the effective utilization of information flow between the computers and the human. The use of hand 

gestures provides an attractive alternative to cumbersome interface for human-computer interaction (HCI). The hand can be used to 

communicate, with much more information by itself compared to computer mouse, joysticks, etc. allowing a greater number of possibilities for 

computer interaction. Developing new techniques for human-computer interaction is very challenging, in order to use hands for interaction, it is 

necessary to be able to recognize them in images. In this project, a robust hand gesture recognition system is designed and presented for 

recognizing static gestures based on Zernike moments (ZMs) for feature extraction & Artificial Neural Network (ANN) for training & 

classification of gestures. The proposed system is able to recognize the gesture irrespective of the angles in which the hand gesture image is 

captured, which makes the system more flexible with uniform background. 
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1. INTRODUCTION 

The way humans interact with computers is constantly 

evolving, with the general purpose i.e., being to increase the 

efficiency and effectiveness by which interactive tasks are 

completed. The purpose of this review is to introduce the 

field of gesture recognition as a mechanism for interaction 

with computers. Gestures are expressive, meaningful body 

motions involving physical movements of the finger, hands, 

arms, head, face, or body with the intent of: 1) conveying 

meaningful information or 2) interacting with the 

environment [13]. A hand gesture is defined as a dynamic 

gesture if movement refers to a sequence of hand postures 

connected by contiguous motions over a short time span, 

such as waving good-bye; hand gesture is defined as static 

gesture if there is no involvement of movements in the hand 

posture. Hand gesture recognition finds applications in 

varied domains including virtual environments, smart 

surveillance, sign language translation, medical systems etc. 

Hand gestures are an attractive method for communication 

with the deaf and dumb. Another important application area 

is that of vehicle interfaces. Hand gesture is used to control 

an event like navigation of slides in Power Point 

Presentation i.e., during a presentation, the presenter does 

not have to move back and forth between computer and 

screen to select the next slide. Hand Gestures can be used 

for remote controls for television sets, stereos and room 

lights. Household robots could be controlled with hand 

gestures.   

2. PROPOSED APPROACH 

With the development of ubiquitous computing, current user 

interaction approaches with keyboard, mouse and pen are 

not sufficient. Due to the limitation of these devices the 

usable command set is also limited. Direct use of hands can 

be used as an input device for providing natural interaction. 

This work aims to develop a real-time system capable of 

understanding commands by hand gestures, and expand the 

ways that people are able to interact with their computers. 

The work here is summarized as detecting and recognizing 

hand gesture from real time gesture images and with the 

help of neural network analyzes the efficiency of the 

network for the hand gesture recognition problem. Further a 

sample application of controlling slides through hand 

gesture is modeled here. 

This approach is based on three main steps: 

Capture hand image, Preprocessing & segmentation, Feature 

extraction and Gesture recognition. 

 
Figure 1: Block Diagram of Proposed System 
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3. IMPLEMENTATION 

Algorithm for the proposed approach 

Input: A static gesture image. 

Output: The recognized static gesture image makes the 

system operate. 

Step 1: Capture video of hand from the digital camera by 

converting the video from RGB to gray scale & perform 

histogram equalization to increase the contrast of video. 

Extract video frames and store in the image database.  

Step 2: Read the frames from stored database; preprocess 

the image for smoothening and noise removal using median 

filtering. Segment the input gesture image into the binary 

hand silhouette using edge detection. 

Step 3: Compute the Zernike moments (ZMs) in order to 

extract features considering 11 orders of moments, Store the 

extracted features in feature vector for training. 

Step 4: Build the Feed forward Backpropagation neural 

network for training & classification of gestures. 

Step 5: Once the gesture is classified, the PowerPoint slides 

is operated according to the meaning specified to the 

classified gesture. 

Step 6: End.  

 

3. 1. Image Database 

The creation of the image database with all the 

images extracted from the video that would be used for 

training and testing. The construction of an image database 

is clearly dependent on the application. The image database 

in the proposed approach consists of 118 image samples 

with uniform background with a distance or 1 or 2 feet from 

the camera in light environment; where 59 image sample for 

each gesture 1 and gesture 2. The image database itself is 

responsible for the better efficiency of the NN as it is that 

decides the robustness of the algorithm.  In the proposed 

approach the gesture images The FOS transfer model can be 

characterized by direct communication between the 

technologies i.e. gesture 1 and gesture 2 are used for 

navigation of PowerPoint slides where gesture 1 indicates to 

move the slide next and gesture 2 indicates to move the slide 

behind. The figure 2 shows some of the images of gesture 1 

and gesture 2 images stored in the data base for training and 

testing of the NN. 

 

 

 
Figure 2: The Image Database 

The example images below in the figure 3 are the training 

testing images. 

                   
  Train image 1        Train image 2         Train image 3 

                 
 Train image 4        Train image 5          Train image 6 

               
  Test Image 1         Test Image 2         Test Image 3  

                
 Test image 4           Test image 5        Test image 6 

Figure 3: Train – Test Images 

 

 

 

3.2. Feature Extraction 

The aim of this phase is to find and extract features that can 

be used to determine the meaning of a given gesture. The 

PowerPoint application in the proposed approach is based 

on shift and rotation invariant input gesture image because 

shift and rotation invariant features lead to a better 

recognition of hand gestures even if the hand gesture is 

captured in a different angle. Hence Zernike moments are 

used to calculate feature set due to its shift and rotation 

invariant feature. The proposed approach considers 11 

orders of moments to extract the feature from the segmented 

image. 

3.2.1. Zernike moments (ZM) 

3-d or 2-d objects are generally recognized with the help of 

their shapes and most of the real time objects have irregular 

shapes. Hence they cannot be properly described with the 

help of regular shape descriptors like circularity, linearity 

and so on. Hence the proposed approach adopts Zernike 

moments. The moments are higher space feature vector and 

are generally of order N. The more order of moments are 

considered, the better the recognition probability. If any 

image is assumed to be an object, its descriptors are known 

as feature vectors. 

The Zernike polynomials are a set of complex, 

orthogonal polynomials defined over the interior of a unit 

circle x2 + y2 = 1.Zernike moment of order n and repetition 

m is defined as: 

Znm = n+1/ π   𝑉
𝑥2+𝑦2≤1

𝑛𝑚 𝜌, Ө ƒ 𝑥, 𝑦 𝑑𝑥𝑑𝑦 

 (1) 

Where: 

f(x,y) is the image intensity at (x,y) in Cartesian coordinates, 

n is a non-negative integer, m is an integer such that n–|m| is 

even positive integer and |m|≤n, x2 y2  

Ө is the angle between vector ρ and the x -axis in a counter 

clockwise direction. 
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The form of orthogonal Zernike basis polynomials, Vnm(ρ, 

θ) 

Vnm(ρ, θ) is a complex conjugate of Vnm(ρ, θ) = Rnm(ρ)e
-jmӨ

 

in polar coordinates  

(ρ,Ө) and j= -1  

The polar coordinates polar coordinates (ρ,Ө) in the image 

domain are related to Cartesian coordinates (x,y) as x= ρ 

cos(Ө) and y= ρ sin(Ө). 

Rnm(ρ) is a radial defined as follows: 

 

Rnm(ρ) =  
𝑛−𝑚/2
𝑠=0

 −1 𝑠  [ n−s !𝜌𝑛−2𝑠]

𝑆! 𝑛+
 𝑚  

2
−𝑠 (𝑛−

 𝑚  

2
−𝑠)

  (2) 

To calculate the Zernike moments of an image f(x,y), the 

image is first mapped onto the unit disk using polar 

coordinates, where the center of the image is the origin of 

the unit disk. Pixels falling outside the unit disk are not used 

in the calculation. Because Zmn is complex, we use the 

Zernike moments modules Zmn as the features of shape in 

the recognition of patterns. The magnitude of Zernike 

moments has rotational invariance property. An image can 

be better described by a small set of its Zernike moments 

than any other type of moments such as geometric moments, 

Legendre moments, and complex moments in terms of 

mean-square error. Zernike moments do not have the 

properties of translation invariance and scaling invariance. 

The way to achieve such invariance is image translation and 

image normalization before calculation of Zernike moments 

[29]. 

3.3. Gesture Recognition & Classification 

The recognition process consists of two phases, 

training and classification. To recognize the gesture and 

classify recognized gesture Artificial Neural Network is 

used, where the datasets are trained by using feed forward 

back propagation algorithm. 

3.3.1 Feed forward Backpropagation Neural Network 

Feed Forward neural network is an artificial neural network 

which is used to train the network, where connections 

between the units do not form a directed cycle. In this 

network, the information moves in only one direction, 

forward, from the input nodes, through the hidden nodes (if 

any) and to the output nodes. There are no cycles or loops in 

the network.  

The term ―Backpropagation‖ describes how this 

type of neural network is trained. Backpropagation is a form 

of supervised training. In back-propagation, there are two 

phases in its learning cycle, one to propagate the input 

pattern through the network and the other to adapt the 

output, by changing the weights in the network. It is the 

error signals that are back propagated in the network 

operation to the hidden layer(s). The back propagation uses 

following values: 

Transfer function: log-sigmoid in hidden layer and linear 

transfer in output layer. Epochs: 4500, describes the number 

of iterations. 

The figure 4 shows the feed forward back propagation 

neural network in proposed approach which consist of 11 

input nodes which takes the input from the feature vectors 

calculated       using Zernike moments by taking 11 order of 

moments, Since i=11 input neurons the hidden neurons will 

be h=11*11 hidden neurons= 121 hidden neurons, o=2 

output neurons.  

 
Figure 4: FFBP Neural Network training phase 

 

4. EXPIREMENTAL ANALYSIS & RESULTS 

 

4.1. Experimental Analysis 

Experimental Analysis WRT Number of features v/s Neural 

Network efficiency 

Number 

of 

Features 

Recognition 

Rate for 

Gesture 1 (%) 

Recognition 

Rate for 

Gesture 2 (%) 

Overall 

Neural 

Network 

Efficiency 

(%) 

2 66 52 59 

3 82 70 76 

4 77 51 64 

5 56 48 52 

6 70 55 62.5 

7 85 70 77.5 

8 79 59 69 

9 71 73 72 

10 60 55 57.5 

11 94 71 82.5 

 

Table 1: Number of features v/s Neural Network 

efficiency. 

The table 1 shows the dependency of the Neural Network 

efficiency on the number of features. Number of features 

represents the n order of Zernike moments, where n is 

number of feature vector for per training set. The efficiency 

of the network is optimum when there are 11 order of 

moments i.e., 11 feature vector. The below figure 5 shows 

the graphical representation of analysis with respect to 

Number of Features v/s Neural Network Efficiency which 

shows the neural network is optimum when there are 11 

order of Zernike moments. 

 
Figure 5: Graphical Analysis for Number of Features v/s 

NN efficiency 

Experimental Analysis WRT Number of Hidden Neurons v/s 

Neural Network efficiency. 
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http://en.wikipedia.org/wiki/Artificial_neural_network
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Number 

of 

Hidden 

Neurons 

Recognition 

Rate for 

Gesture 1 

(%) 

Recognition 

Rate for 

Gesture 2 

(%) 

Overall 

Neural 

Network 

Efficiency (%) 

80 84 61 72.5 

 100 84 64 74 

  121 94 71 82.5 

 

Table 2: Number of Hidden Neurons v/s Neural Network 

efficiency. 

The table 2 shows the dependency of the efficiency on the 

number of hidden layers. Number of hidden layer represents 

number of states of the neurons in the network. The 

efficiency of the network is optimum when there are at least 

n x n numbers of hidden layers. The n here represents 

number of features per training set. The below figure 6 

shows the graphical representation of analysis with respect 

to Number of Hidden Neurons v/s Neural Network 

Efficiency which shows the network is optimum when 121 

hidden neurons are considered. 

 
Figure 6: Graphical Analysis for Number of Hidden 

Neurons v/s NN efficiency 

Experimental Analysis WRT Termination Error Rate v/s 

Neural Network efficiency 

Termination 

Error rate 

(ms) 

Recognition 

Rate for 

Gesture 1 

(%) 

Recognition 

Rate for 

Gesture 2 

(%) 

Overall 

Neural 

Network 

Efficiency 

(%) 

0.1 75 56 65.5 

0.01 84 64 74 

0.001 77 52 64.5 

0.0001 67 65 66 

0.00001 94 71 82.5 

 

Table 3: Termination Error Rate v/s Neural Network 

efficiency 

The table 3 shows the dependency of the efficiency on the 

termination error rate. Termination error rate represents the 

maximum tolerable error in classifying the values in a neural 

network. The efficiency of the network is optimum for more 

termination rate, better is the performance of the neural 

network. The below figure 7 shows the graphical 

representation of analysis with respect to Termination Error 

Rate v/s Neural Network Efficiency which shows the 

network is optimum when termination error is set to 

0.00001. 

 
Figure 7: Graphical Analysis for Termination error rate 

v/s NN efficiency 

Experimental analysis with respect to gestures with 

cluttered background 

The network is trained on 59 samples of gestures from 

which 30 samples are used for training and 29 for testing. 

Samples with cluttered background are taken into 

consideration.  The Below table 4 shows the recognition rate 

for gesture 1 and gesture 2 by setting the parameters as 

specified in table 5.8. Figure 8 shows the Performance of 

Neural Network with gestures of cluttered background. 

Gesture Recognized 

Samples 

Misclassified 

samples 

Recognition 

Rate (%) 

1 18 1 61 

2 13 8 44 

 

Table 4: Recognition rate of the gestures with cluttered 

background 

 
Figure 8: Performance of Neural Network with gestures 

of cluttered background 

Experimental analysis with respect to gesture input in dark 

environment at distance of 1 meter from the camera 

The network is trained on 59 samples of gestures from 

which 30 samples are used for training and 29 for testing.  

The Below table 5 shows the recognition rate for gesture 1 

and gesture 2 by setting the parameters as specified in table 

8. Figure 9 shows the Performance of Neural Network with 

gesture input dark environment at distance of 1 meter from 

the camera. 

Gesture Recognized 

Samples 

Misclassified 

samples 

Recognition 

Rate (%) 

1 18 1 61 

2 16 8 54 
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Table 5: Recognition rate of the gesture with gesture 

input in dark environment at distance of 1 meter from 

the camera. 

 
Figure 9: Performance of Neural Network with gesture 

input dark environment at distance of 1 meter from the 

camera. 
Experimental analysis with respect to gesture input in light 

environment and with a distance of 1 meter from the camera 

The network is trained on 59 samples of gestures from 

which 30 samples are used for training and 29 for testing. 

The Below table 6 shows the recognition rate for gesture 1 

and gesture 2 by setting the parameters as specified in table 

8. Figure 10 shows the Performance of Neural Network with 

gesture input in light environment at distance of 1 meter 

from the camera. 

Gesture Recognized 

Samples 

Misclassified 

samples 

Recognition 

Rate (%) 

1 19 1 64 

2 16 8 54 

 

Table 6: Recognition rate of the gesture with gesture 

input in light environment at distance of 1 meter from 

the camera. 

 
Figure 10: Performance of Neural Network with gesture 

input in light environment at distance of 1 meter from 

the camera. 
  

4.2. Result  

Finally, the network is trained on 59 samples of gestures 

from which 30 samples are used for training and 29 for 

testing. Samples with uniform background in light 

environment with minimum distance o 1 or 2 feet are taken 

into consideration.  The Below table 7 shows the recognition 

rate for gesture 1 and gesture 2 by setting the parameters as 

specified in table 8. 

Gesture Recognized 

Samples 

Misclassified 

samples 

Recognition 

Rate (%) 

1 28 1 94 

2 21 8 71 

 

Table 7: Recognition rate of the gestures with uniform 

background 

 
Figure 11: Performance of Neural Network with gestures 

of uniform background 

Structure of Neural Network for proposed approach 

Number of Input Neurons 11 

Number of output Neurons 2 

Hidden Layers 11 

Hidden Layer Neurons (11*11) 121 

Iterations 4500 

Termination Error Rate (ms) .00001 

Gradient 0.02 

Recognition Rate of Neural 

Network (%) 

82.5 

 

Table 8: Neural Network Design 

From the above conducted analysis the table 8 clearly shows 

that the performance of neural network is not only 

depending upon the number features; number of hidden 

neurons and the termination error rate but also depends on 

the quality of gesture image. Hence an optimization must be 

tested with number of feature values, number of hidden 

neurons and the termination error rate in various different 

input conditions in order to correctly classify samples to 

their corresponding classes.  

The system performance can be evaluated based on its 

ability to correctly classify samples to their   corresponding 

classes. Hence the above shown experimental analysis 

shows that the efficiency of the network is better when 

number of features are 11, number of hidden neurons are 

121, termination error rate is .00001 and images with 

uniform background in light environment with minimum 

distance of 1 or 2 feet between the input gesture object and 

the camera, the performance of the NN is depicted in figure 

17 which shows the training has reached minimum gradient 

value of 0.02 with 4500 iterations. 
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Recognition Rate 

The recognition rate can be defined as the ratio of the 

number of correctly classified samples to the total number of 

samples and can be given as 

Recognition rate = number correctly classified signs/Total 

number of signs * 100% 

 

5. CONCLUSION & FUTURE SCOPE 

5.1. Conclusion 

In this project work the area of hand-gesture 

recognition for applications in human-computer interaction 

is explored. The system developed here is a real time hand 

gesture recognition based power point slide control. The 

main problem of gesture recognition lies in the complexity 

of the classification algorithms, especially when using high 

dimensional feature vectors which become necessary in 

order to be able to distinguish several hundreds of gestures. 

Thus, the development of good classification methods & 

precise features is very important in order to run such 

systems in real-time. The Proposed approach is based on 

Zernike moments for feature extraction because ZM’s are 

direction and scaling invariant transform and Neural 

Network for gesture recognition where the gesture images 

are trained and tested using the feed forward back 

propagation neural network. Therefore proposed approach 

got better results with 11 Zernike moments and achieved the 

recognition rate of the neural network up to 82.5 % for the 

gesture image with uniform background in light 

environment with minimum distance of 1 or 2 feet from the 

camera. The results show a significant accuracy in real time 

recognition.  

5.2. Future Scope 

The work presented in this project recognizes static 

gestures only. The work can be extended to be able to 

recognize dynamic gestures. The system deals with images 

with uniform background, but it can be made background 

independent. The network can be trained to the other types 

of images. It is important to consider increasing data size, so 

that it can have more accurate and highly performance 

system. The gestures can be used to control many different 

applications in order to make gesture recognition powerful 

and robust in area of HCI. 
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