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Abstract— Cloud computing is the delivery of resources and services on an on-demand basis over a network. There are various 

technical challenges that needs to be addressed in cloud computing like Virtual Machine migration, server consolidation, fault 

tolerance, high availability and scalability but central issue is the load balancing, which is the mechanism of distributing the load 

among various nodes of a distributed system to improve both resource utilization and job response time while also avoiding a 

situation where some of the nodes are heavily loaded while other nodes are idle or doing very little work. It also ensures that all 

the processor in the system or every node in the network does approximately the equal amount of work at any instant of time. The 

nodes are clustered based on processor type, memory speed, hard disk capacity and cost per hour. The clustered resources are 

allocated dynamically to the jobs by FIFO scheduling. After the resource allocation, the skewness (uneven resource utilization) is 

measured. The resources have been allocated dynamically which can make the maximum resources to be used efficiently so that 

overall utilization of resources can be improved. An effective load rebalancing algorithm with dynamic resource allocation using 

Clustering, Classification and VM migration has been developed to achieve overload avoidance The load is balanced by 

classifying the resources as hot, warm and cold spots and subsequently mitigating the hot spots to avoid overload of servers. After 

the elimination of hot spots, the underutilized servers are identified and its load is migrated to either warm or other cold spots and 

they are shut down to conserve power. 
Keywords- Cloud computing, Virtual machine migration, Load balancing, Skewness, Green computing, Hot spot, Warm spot, Cold spot, Hot 

spot mitigation and Cold spot mitigation 
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I.  INTRODUCTION  

Cloud computing is emerging as a new paradigm of large 
scale distributed computing. It has moved computing and data 
away from desktop and portable PCs, into large data centers[1]. 
It has the capability to harness the power of Internet and wide 
area network (WAN) to use resources that are available 
remotely, thereby providing cost effective solution to most of 
the real life requirements[2][3]. Cloud computing can be 
classified as a new paradigm for the dynamic provisioning of 
computing services supported by state-of-the-art data centers 
that usually employ Virtual Machine(VM) technologies for 
consolidation and environment isolation purposes [4]. Three 
markets are associated to it. Infrastructure-as-a-Service (IaaS) 
designates the provision of IT and network resources such as 
processing, storage and bandwidth as well as management 
middle ware. Platform-as-a-Service (PaaS) designates 
programming environments and tools supported by cloud 
providers that can be used by consumers to build and deploy 
applications onto the cloud infrastructure. Software-as-a-
Service (SaaS) designates hosted vendor applications. IaaS, 
PaaS and SaaS all include self-service (APIs) and a pay-as-you-
go billing model. 

Today, there are more than a hundred million computing 
devices connected to the Internet and many of them are using 
cloud computing services daily. According to the IDC‟s 
anticipation , the SaaS (Software As A Service) market reached 
$13.1 billion in revenue at 2009 will grow to $40.5 billion by 
2014 at a compound annual growth rate(CAGR) of 
25.3%[5][6][7]. These networked devices submit their requests 
to a service provider and receive the results back in a timely 

manner without the involvement of the service complexity 
related to information storage and process, interoperating 
protocols, service composition, communications and 
distributed computation, which are all relied on the network 
and the backend servers to offer desirable performance. In a 
cloud computing environment, users can access the operational 
capability faster with internet application [8], and the computer 
systems have the high stability to handle the service requests 
from many users in the environment. Cloud computing 
involving distributed technologies to satisfy a variety of 
applications and user needs. Sharing resources, software, 
information via internet are the main functions of cloud 
computing with an objective to reduced capital and operational 
cost, better performance in terms of response time and data 
processing time, maintain the system stability and to 
accommodate future modification in the system. 

Load Balancing is done with the help of load balancers 
where each incoming request is redirected and is transparent to 
client who makes the request. [9][10] Based on predetermined 
parameters, such as availability or current load, the load 
balancer uses various scheduling algorithm to determine which 
server should handle and forwards the request on to the 
selected server. To make the final determination, the load 
balancer retrieves information about the candidate server‟s 
health and current workload in order to verify its ability to 
respond to that request. If the selected server is already loaded 
with more task then migrating some tasks running in that server 
into some other server to achieve overload avoidance. Load 
balancing solutions can be divided into software-based load 
balancers and hardware-based load balancers. Hardware-based 
load balancers are specialized boxes that include Application 
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Specific Integrated Circuits (ASICs) customized for a specific 
use. They have the ability to handle the high speed network 
traffic where as Software-based load balancers run on standard 
operating systems and standard hardware components.  

Lowering the energy usage of data centers is a challenging 
and complex issue because computing applications and data are 
growing so quickly that increasingly larger servers and disks 
are needed to process them fast enough within the required 
time period. Green Cloud computing is envisioned to achieve 
not only the efficient processing and utilization of a computing 
infrastructure, but also to minimize energy consumption [11]. 
This is essential for ensuring that the future growth of Cloud 
computing is sustainable. Otherwise, Cloud computing with 
increasingly pervasive frontend client devices interacting with 
back-end data centers will cause an enormous escalation of the 
energy usage. In green computing, data center resources need 
to be managed in an energy-efficient manner. Cloud resources 
need to be allocated not only to satisfy Quality of Service 
(QoS) requirements specified by users via Service Level 
Agreements (SLAs), but also to reduce energy usage. 

The rest of the paper is organized as follows.  Section 2 
discusses related work, followed by the proposed system 
design which consists of Load balancing Cloud architecture, 
Load prediction algorithm, Skewness algorithm and 
Classification of servers used in Cloud computing presented in 
Section 3. The proposed load balancing technique called hot 
spot mitigation is discussed in Section 4. Another proposed 
energy aware green computing algorithm called cold spot 
mitigation is discussed in section 5. In Section 6 we discuss our 
simulation and results of proposed cloud system using 
CloudSim. Section 7 concludes the paper with summary and 
future research directions. 

II. RELATED WORK 

One of the first works, in which power management has 
been applied at the data center level, has been done by Pinheiro 
et al. [12]. In this work the authors have proposed a technique 
for minimization of power consumption in a heterogeneous 
cluster of computing nodes serving multiple web-applications. 
The main technique applied to minimize power consumption is 
concentrating the workload to the minimum of physical nodes 
and switching idle nodes off. This approach requires dealing 
with the power/performance trade-off, as performance of 
applications can be degraded due to the workload 
consolidation. Requirements to the throughput and execution 
time of applications are defined in SLAs to ensure reliable 
QoS. The proposed algorithm periodically monitors the load of 
resources (CPU, disk storage and network interface) and makes 
decisions on switching nodes on/off to minimize the overall 
power consumption, while providing the expected 
performance. The actual load balancing is not handled by the 
system and has to be managed by the applications. The 
algorithm runs on a master node, which creates a Single Point 
of Failure (SPF) and may become a performance bottleneck in 
a large system. In addition, the authors have pointed out that 
the reconfiguration operations are time-consuming, and the 
algorithm adds or removes only one node at a time, which may 
also be a reason for slow reaction in large-scale environments. 
The proposed approach can be applied to multi-application 
mixed-workload environments with fixed SLAs. 

Elnozahy et al. [13] have investigated the problem of power 
efficient resource management in a single web-application 
environment with fixed SLAs (response time) and load 
balancing handled by the application. As in [14], two power 

saving techniques are applied: switching power of computing 
nodes on/off and Dynamic Voltage and Frequency Scaling 
(DVFS). The main idea of the policy is to estimate the total 
CPU frequency required to provide the necessary response 
time, determine the optimal number A. Beloglazov et al. / 
Future Generation Computer Systems 28 (2012) 755–768 757 
of physical nodes and set the proportional frequency to all the 
nodes. However, the transition time for switching the power of 
a node is not considered. Only a single application is assumed 
to be run in the system and, like in [12], the load balancing is 
supposed to be handled by an external system. The algorithm is 
centralized that creates an SPF and reduces the scalability. 
Despite the variable nature of the workload, unlike [13], the 
resource usage data are not approximated, which results in 
potentially inefficient decisions due to fluctuations. Nathuji and 
Schwan [15] have studied power management techniques in the 
context of virtualized data centers, which has not been done 
before. Besides hardware scaling and VMs consolidation, the 
authors have introduced and applied a new power management 
technique called “soft resource scaling”.  

The idea is to emulate hardware scaling by providing less 
resource time for a VM using the Virtual Machine Monitor‟s 
(VMM) scheduling capability. The authors found that a 
combination of „„hard‟‟ and „„soft‟‟ scaling may provide higher 
power savings due to the limited number of hardware scaling 
states. The authors have proposed an architecture where the 
resource management is divided into local and global policies. 
At the local level the system leverages the guest OS‟s power 
management strategies. However, such management may 
appear to be inefficient, as the guest OS may be legacy or 
power-unaware. 

III. SYSTEM DESIGN 

A. Cloud Architecture 

All the nodes in the cloud have a unique identifier. These 

nodes are initially clustered by k-means clustering based on the 

type of the Processor such as Dual Core, 4Core, 6Core etc. 

Nodes belonging to every cluster are further clustered based on 

their memory speed. These clusters are again sub-clustered 

based on their hard disk capacity and finally by their cost per 

hour. 

 
Figure1. Load balancing architecture  
 
In each node there is a manager called Local Node Manager 

(LNM) is running. Its job is to monitor the node and 
periodically generate resource utilization report and send it to 
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Usher controller. Usher is a cluster management system 
designed to substantially reduce the administrative burden of 
managing cluster resources while simultaneously improving the 
ability of users to request, control, and customize their 
resources and computing environment. The proposed system 
model is given in figure1. The report generated by Usher 
controller is given as input to load predictor algorithm. 

B. Load Prediction Algorithm 

We need to predict the future resource needs of VMs. One 
of the possibility is to look inside a VM for application level 
statistics, e.g., by parsing logs of pending requests. Doing so 
requires modification of the VM which may not always be 
possible. Instead, we make our prediction based on the past 
external behaviors of VMs.  

Step 1: Calculate an exponentially weighted moving 
average (EWMA) using a TCP-like scheme. Here the estimated 
load and observed load at particular time t can be calculated 
using the following equation (1). 

E(t) =  α* E(t - 1) + (1 - α) * O(t); 0 < α < 1                      (1) 
where α reflects a tradeoff between stability and 
responsiveness. 

Step 2: We use the EWMA formula to predict the CPU load 
on the server. We measure the load every minute and predict 
the load in the next minute. Use the value for α  as α = 0.7 

Step 3: When the observed resource usage is going down, 
we want to be conservative in reducing our estimation. In most 
of the time (77%) the predicted values are higher than the 
observed ones. The median error is increased to 9:4% because 
we trade accuracy for safety. It is still quite acceptable 
nevertheless. 

Step 4: When α is between 0 and 1, the predicted value is 
always between the historic value and the observed value. To 
reflect acceleration set α to a negative value. When α is 
between -1 and 0, the equation (1) can be transformed as (2) 
which is given below. 

E(t) = - |α|* E(t - 1) + (1 + |α|) * O(t);-1 < α < 0 
        = O(t) + |α| * (O(t) - E(t - 1))                             (2) 

This prediction is done based on the past external behaviours of 
VMs. 

C. Skewness Algorithm 

Skewness is the measure of uneven resource utilization of a 
server. Let n be the number of resources present in server and ri 
be the utilization of the i-th resource. We define the resource 
skewness of a server p as the following equation (3). 

skewness(p) =                                 (3) 
where r is the average utilization of all resources for server 

p. In practice, not all types of resources are performance critical 
and hence we only need to consider bottleneck resources in the 
above calculation. By   minimizing the skewness, we can 
combine different types of workloads nicely and improve the 
overall utilization of server resources. 

D. Classification of Servers 

The nodes had clustered based on processor type, memory 
speed and network bandwidth and they are further classified 
into types based on its resource utilization such as Hot, Warm 
and Cold spots. 

Hot: We define a server as a hot spot if the utilization of 
any of its resources is above a hot threshold. This indicates that 
the server is overloaded and hence some VMs running on it 
should be migrated away.  

Warm:  Servers having the risk of becoming a hot spot in 
the face of temporary fluctuation of application resource 
demands. 

Cold: We define a server as a cold spot if the utilizations of 
all its resources are below a cold threshold. This indicates that 
the server is mostly idle/under utilized and it may be turn off to 
save energy. 

IV. HOT SPOT MITIGATION 

To reduce the temperature of the hot spots to less or equal 
to warm threshold. The nodes in hot spots are sorted by quick 
sort in the descending order. VM with the highest temperature 
should be first migrated away. Destination is decided based on 
least cold node. After every migration the status of each node is 
updated. This procedure continues until all hot spots are 
eliminated. 

The VM which is removed from the identified hot spot can 
reduce the skewness of that server the most. For each VM in 
the list, if a destination server can be found to accommodate it 
then that server must not become a hot spot after accepting this 
VM. Among all such servers, we select one whose skewness 
can be reduced the most by accepting this VM. Note that this 
reduction can be negative which means we select the server 
whose skewness increases the least. If a destination server is 
found, then the VM can be migrated to that server and the 
predicted load of related servers was updated. Otherwise, move 
on to the next VM in the list and try to find a destination server 
for it. As long as a destination server was found for any of its 
VMs, it can be   considered as this run of the algorithm a 
success and then move on to the next hot spot. Note that each 
run of the algorithm migrates away at most one VM from the 
overloaded server.  

This does not necessarily eliminate the hot spot, but at least 
reduces its temperature. If it remains a hot spot in the next 
decision run, the algorithm will repeat this process. It is 
possible to design the algorithm so that it can migrate away 
multiple VMs during each run. But this can add more load on 
the related servers during a period when they are already 
overloaded. It is decided to use this more conservative 
approach and leave the system some time to react before 
initiating additional migrations. 

There are two scenarios are considered in hot spot 
mitigation. In the first scenario, the VMs running in identified 
hot spots are migrated to warm spot servers which will not 
become hot by accommodating the VMs. In the second 
scenario, if sufficient warm spots are not available to 
accommodate the VMs in the hot spot, few loads are migrated 
to the nodes in the cold spot also to mitigate the hot spots. The 
before and after migration of load from hot spot to identified 
warm spot and/or cold spots is given in below figures 2, 3, 4 
and 5. 
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Figure2. Migration of load from hot to warm spots 

 
Figure4. Migration of load from hot spot to warm &  
cold spots 

V. COLD SPOT MITIGATION 

To reduce the power consumption, the servers that are 
under-utilized are switched off. We sort the cold spots in 
ascending order and select the node with the least temperature. 
The VMs in these least loaded cold spot servers should be 
migrated away to another cold spot without raising the 
temperature of the destination above the warm threshold. If 
such cold spot destinations are not available, then move the 
load in the cold spot to a warm spot without raising the 
temperature of the destination above the warm threshold. After 
migration source server can be switched off thus contributing to 
efficiency of energy. 

 
Figure6. Migration of load from one cold to another cold spot 

 
Figure3. After migration of load from hot to warm spots 

 
Figure5. After migration of load from hot spot to  
warm & cold spots 
 
 
There are two scenarios are considered in cold spot 

mitigation. In the first scenario the VMs in these least loaded 
cold spot servers should be migrated away to another cold spot 
without raising the temperature of the destination above the 
warm threshold. If such destinations are available, the VM can 
be migrated and source server can be switched off thus 
contributing to efficiency of energy. The first scenario is given 
in figure 6 and 7. 

 
 

 
Figure7. After Migration switching off of one cold spot 
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In the second scenario if no cold spots are available, move 

the load in the cold spot to a warm spot without raising the 
temperature of the destination above the warm threshold. If 
such destinations are available as in figure 8, the VM can be 
migrated and source server can be switched off. 

 

Figure8. Migration of load from cold spots to warm spots 

VI. SIMULATION AND RESULTS 

CloudSim allows cloud customers to test their services in 
repeatable and controllable environment free of cost, and to 
turn the performance bottlenecks before deploying on real 
clouds. It can provide a generalized and extensible simulation 
framework that enables modeling, simulation and 
experimentation of emerging cloud computing infrastructures 
and application services. It is designed for studying various 
resource management approaches and scheduling algorithms in 
cloud environment. The CloudSim toolkit supports both system 
and behavior modeling of Cloud system components such as 
data centers, virtual machines and provisioning policies of 
resource. It implements generic application provisioning 
techniques that can be extended with ease and limited efforts In 
CloudSim, users is modeled by a Datacenter Broker, which is 
responsible for mediating between users and service providers 
depending on users‟ QoS (Quality of Service) requirements and 
deploys service tasks across Clouds. In our experiments, we 
have used CloudSim as a simulator for checking the 
performance of our improved load prediction algorithm and the 
green computing algorithm. CloudSim is an extensible 
simulation toolkit that enables modeling and simulation of 
Cloud computing systems and application provisioning 
environments. We have considered Virtual Machines as 
resource and Cloudlets as tasks/jobs. 

 
 
 
 
 
 
 
 
 
 
 
 

 
Figure9. After Migration switching off two cold spots 

 

 
Figure10. Overall resource utilization on selected datacenter 
 

 
Figure11. Graph shows how many cloudlets have been 
successfully executed by selected customer on each datacenter 
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Figure12. Graph shows how many VMs have been successfully 
allocated on selected datacenter by each customer 
 

 
Figure14. Graph shows the amount of time each of the 
selected customer's cloudlets took to be executed 

VII. CONCLUSIONS & FUTURE WORK 

The solution for allocating data center resources 
dynamically based on application demands have designed 
along with load prediction algorithm. The occurrence of over 
provisioning and under provisioning will be avoided by 
allocation of resources dynamically using load prediction 
algorithm. The overall utilization of server resources can be 
improved by minimizing skewness. The proposed system 
optimize the number of servers actively in use by green 
computing. The main goal of proposed system is overload 
avoidance and energy efficiency.  In future the proposed 
work can be extended by the development of software platform 
that supports energy efficient management and allocation of 
datacenter resources. 

 

 

 
Figure13. Overall power consumption on selected datacenter 
 
 

 
Figure15. Overall resource utilization of selected customer 
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