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Abstract- An unsupervised algorithm for event extraction is proposed. Some small number of seed examples and corpus of text documents are 

used as inputs. Here, we are interested in finding out relationships which may be spanned over the entire length of the document. The goal is to 

extract relations among mention that lie across sentences. These mention relations can be binary, ternary or even quaternary relations. For this 

paper our algorithm concentrates on picking out a specific binary relation in a tagged data set. We are using co reference resolution to solve the 

problem of relation extraction. Earlier approaches co-refer identity relations while our approach co-refers independent mention pairs based on 

feature rules. This paper proposes an approach for coreference resolution which uses the EM(Expectation Maximization) algorithm as a 

reference to train data and co relate entities inter sentential. 
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I. INTRODUCTION 

We consider the problem of extracting relations from huge 

data. Relations can be unary such as, creating just lists of 

various cities, movies, actors, etc. or binary such as all the 

(author, book) pairs.  

We constructed an unsupervised machine learning process that 

effectively exploits statistical and structural properties of 

natural language discourse in order to form associations with 

mention pairs that do not share an identity relation. We aim to 

extract these unary and binary relations. We have concentrated 

on extracting binary relations in petty crime data obtained 

from newspaper articles. Our algorithm works on already 

tagged data that tags „persons –locations‟ and „organizations‟ 

to effectively co-relate a PERSON with its corresponding 

LOCATION that are connected by means of  a relation type 

pre-defined by the user. For eg- VICTIM-POLICE STATION 

or VICTIM-PLACE_OF_CRIME. 

 

For extracting inter-sentential relations, we attempt to use co 

reference resolution technique. Inter-sentential relations are 

those relations that occur across sentences. The intuition 

behind this is that “co-reference” can be viewed as an 

“identity” relation among the entity mentions.”Co-reference” 

means co referring two or more entities and identifying a 

relation between them. These mentions can be present both 

within and across the sentences. Our approach of borrowing 

co-reference resolution technique for relation extraction is 

novel. Co reference resolution is most generally used to match 

and extract mention pairs with their pronoun counterpart. The 

seed examples are used to find pattern and features .Using 

these features more such examples are found out from the 

corpus and added to the list. These new examples are used 

iteratively to extract feature and add new examples 

 

The method we describe here consists of two steps: (1)Giving 

the algorithm general features such as NEXT_WORD 

,PREV_WORD etc to pick words that are necessary to 

correlate the entities. (2) self-adapting unsupervised multi-pass 

bootstrapping by which the system learns new rules as it reads 

a tagged data set using pre defined data that is hand tagged as 

being related or not. 

 
When a sufficient quantity and quality of text material is 

supplied, the system will learn ways in which a specific set of 
events can be described. These mention pairs can effectively 
be determined as being correctly relevant based on few seed 
examples that will needs to be correctly hand tagged and a set 
of feature rules that pick out necessary words that can be 
correctly re iterated in the next cycle. . This method produces 
an accurate and highly adaptable event extraction that 
significantly outperforms current information extraction 
techniques both in terms of accuracy and robustness, as well as 
in deployment cost 

II. BASIC CONCEPTS 

Concepts of Pattern Recognition 

• Pattern: A pattern is the description of an object and its 

occurence. 

• According to the nature of the patterns to be recognized, we 

can divide  acts of recognition into two  types: 

– The recognition of concrete items, for example names of 

people, locations etc. 

– The recognition of abstract items,for example emotions, 

undertones of a message or article etc. 

 

When a person perceives a pattern, he makes an inductive 

inference and associates this recognition with some general 

concepts or clues which he has derived from his past 

experience. The study of pattern recognition problems may be 

logically divided into two major categories: 

 

– The study of the pattern recognition capability of human 

beings and other living organisms.   

– The development of theory and techniques for the design of 

devices capable of performing a given recognition task for a 
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specific application. (Engineering, Computer, and Information 

Science) 

 

Information extraction (IE) is the task of automatically 

extracting structured information from unstructured and/or 

semi-structured machine-readable documents. This activity 

concerns processing human language texts by means of natural 

language processing (NLP). 

 

Typical subtasks of IE include: 

Named entity extraction 

Information Extraction. n.d. In Wikipedia.Wikimedia 

Foundation, n.d. Web. 

Recognition of known entity names (for people and 

organizations), place names, temporal expressions, and certain 

types of mathematical expressions, employing existing 

knowledge of the domain or information extracted from other 

sentences in other articles. Typically the recognition task 

involves assigning a unique identifier to the extracted entity. A 

simpler task is named entity detection. Which aims to detect 

entities without having any existing knowledge about the 

entity instances. For example, in processing the sentence 

"Maya likes fishing", named entity detection would denote 

detecting that the phrase "Maya" does refer to a person, but 

without necessarily having (or using) any knowledge about a 

certain Maya who is (or, "might be") the specific person whom 

that sentence is talking about. 

 

Relationship extraction 

Identification of relations between entities, such as: PERSON 

works for ORGANIZATION (extracted from the sentence 

"John works for Tata.")PERSON located in LOCATION 

(extracted from the sentence "Nancy is in Belgium.") 

 

Bootstrapping 

Bootstrapping can start either with a set of predefined rules or 

patterns, or with a collection of training examples (seeds) 

annotated by a domain expert on a (small) data set. These are 

normally related to a target application domain (in our case on 

crime corpus )and may be regarded as initial “rules” to the 

learning system. The training set enables the system to derive 

initial extraction rules, which are applied to tagged data set in 

order to produce a much larger set of examples. When the new 

rules are subsequently applied to the text corpus, additional 

instances of the target  will be identified, some of which will 

be positive and some not. As this process continues to iterate 

over, the system acquires more extraction rules, fanning out 

from the seed set until no new rules can be learned. Thus 

defined, bootstrapping has been used in natural language 

processing research, notably in word sense disambiguation 

(Yarowsky, 1995). Strzalkowski and Wang (1996) were first 

to demonstrate that the technique could be applied to adaptive 

learning of named entity extraction rules. In this paper, we 

describe a different approach on building event patterns and 

adapting to the different structures of unseen events. For eg we 

use a feature called NEXT_WORD that picks the next word 

that immediately follows the word tagged as /PERSON using 

the tagged seed examples. Our algorithm learns if a person is 

followed by LRB-AGE-LRB then it learns that a person is 

most probably a victim. 

III. NEED 

The proposed work, an unsupervised algorithm, extracts the 

required information from the corpus. Some small number. of 

seed examples are used. These seed examples are used to find 

pattern and features .Using these features more such examples 

are found out from the corpus and add to the list. These new 

examples are used iteratively to extract feature and add new 

examples. Here, the relationships are found out which may be 

spanned over the entire length of the document. 

 

This project will enable organizations looking to parse large 

amounts of data with less effort and less time. Currently it can 

be used by police departments to keep track of criminals, areas 

where crime occurs most frequently and modus operandi of 

criminals. The scope can further be increased to keep track of 

police stations and inspectors. 

 

We are also using agriculture information to check for most 

frequently occurring diseases and cures in crops like rice, 

soyabean and cotton, such information will be valuable to 

farmers and the agriculture industry to keep a check of disease 

and cures of various crops. 

 

IV. MATHEMATICAL MODEL 

Given a document DOC consisting of n relations, r1, . . . ,rn, we 

use Pairs(DOC) to denote the set of  relation pairs, {rij | 1 ≤ i < 

j ≤ n}, where rij is formed from relations ri and rj.  

The pairwise probability formed from ri and rj refers to the 

probability that the pair rij satisfies the given 

relation(VICTIM-POLICE_STATION and VICTIM-

PLACE_OF_CRIME) and is denoted as Pcoref (rij). 

 A clustering of n relations is an (n x n) Boolean matrix C, 

where Cij (the (i,j)th entry of C) is 1 if and only if relations ri 

and rj satisfies the given relation. An entry in C is relevant if it 

corresponds to a relation pair in Pairs(DOC). 

  

The Model 

 

The generative model operates at the document level, inducing 

a valid clustering on a given document DOC. More 

specifically, our model consists of two steps. It first chooses a 

clustering C based on some clustering distribution P(C), and 

then generates DOC given C: 

 

P(DOC,C) = P(C)P(DOC | C). 

 

To facilitate the incorporation of linguistic constraints defined 

on a pair of relations, we represent D by its relation pairs, 

Pairs(DOC). Now, assuming that these relation pairs are 

generated conditionally independently of each other given Cij, 

 

P(DOC | C) =  rij ∈  Pairs(DOC) P(rij | Cij). 

 

Next, we represent rij as a set of features that is potentially 

useful for determining whether ri and rj are coreferent. Hence, 

we can rewrite P(DOC | C) as  

 

 rij ∈  Pairs(DOC) P(r1ij , . . . ,r11ij | Cij), 
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where rkij is the value of the kth feature of rij . 

 

We use 11 most generic features for our data set as shown in 

table 1.1. Hence we consider relation pairs upto r11.To reduce 

data sparseness and improve the estimation of the above 

probabilities, we make conditional independent assumptions 

about the generation of these feature values.  

We have formed a set of generalised features as shown in 

Table 1.1 

 
Feature 

ID 

Feature 

Name 

Feature Description 

1 Acrsent Do entities lie across sentences 

2 nextp Word after person 

3 nextl Word after location 

4 prevl Word before location 

5 prevp Word before person 

6 Vb4l Verb before location 

7 Vb4p Verb before person 

8 Vafl Verb after location 

9 Vafp Verb after person 

10 bwloc Location between person and 

location 

11 bwper Person between person and 

location 

Table 1.1 

 

These features pick up words and check whether the current 

relation pair has the same values as that of the tagged data set.  

The Induction Algorithm 

To induce a clustering C on a document DOC, we run EM on 

our model, treating DOC as observed data and C as hidden 

data. Specifically, we use EM to iteratively estimate the model 

parameters, Ө, from documents that are probabilistically 

labeled (with clusterings) and apply the resulting model to 

probabilistically re-label a document (with clusterings). More 

formally, we employ the following EM algorithm: 

 

 

E-step: Compute the posterior probabilities of the clusterings, 

P(C|D, Ө), based on the current Ө. 

 

M-step: Using P(C|D, Ө) computed in the E-step, find the Ө ′ 

that maximizes the expected complete log likelihood,  ∑C 

P(C|D, Ө) log P(D,C| Ө′). 

 

 

 The induction process starts at the M-step. To find the Ө that 

maximizes the expected complete log likelihood, we use 

maximum likelihood estimation with add-one smoothing. 

Since P(C|DOC, Ө) is not available in the first EM iteration, 

we instead use an initial distribution over clusterings, P(C). 

Now which P(C) to use? One possibility is the uniform 

distribution over all (possibly invalid) clusterings. Another 

choice is a distribution that assigns non-zero probability mass 

to only the valid clusterings. Yet another possibility is to set 

P(C) based on a document labeled with coreference 

information. In our experiments, we use this last method 

.Another possibility is to begin at the E-step by making an 

initial guess at Ө. a probability of one to the correct clustering 

of the labeled. After (re-)estimating Ө in the M-step, we 

proceed to the E-step, where the goal is to find the conditional 

clustering probabilities. Given a document DOC, the number 

of coreference clusterings is exponential in the number of 

mentions in DOC, even if we limit our attention to those that 

are valid. To cope with this computational complexity, we 

approximate the E-step by computing only the conditional 

probabilities that correspond to the N most probable 

coreference clusterings given the current Ө. We identify the N 

most probable clusterings and compute their probabilities. To 

obtain the required conditional clustering probabilities for the 

E-step, we normalize the probabilities assigned to the N-best 

clusterings so that they sum to one. 
For our project we consider a set of 10 seed examples- this 

depends on the size of the actual data set and seed examples 

would vary accordingly. We manually tag related relations as 

(1,0) and non related relations as (0,1). The algorithm then 

considers those relations which are tagged as (1,0) and picks 

out features from the feature list and when it comes across an 

unlabelled paragraph will calculate a probability by which this 

unlabelled paragraph would be related or not based on the 

features it has extracted and similarity to a seed example. Thus 

an unlabelled paragraph now has a weighted probability of 

being related or not. 

 

V. RESULT 

When our algorithm runs on an unlabelled data set it shows a 

precision of 84% and a recall of 94%. 

Thus 84% of the untagged paragraphs on a crime corpus are 

correctly tagged by our system. 

Since our project uses generic algorithm which can be applied 

over to a wide variety of data by just changing the seed tuples, 

it has a lot of application in different fields as it allows 

computer to understand and use large amount of data. This it 

can be used on data sets relating to politics, sports or general 

crime to be used to predict unary and binary relations among 

entities occurring in such articles. 

 

VI. CONCLUSION 

Nowadays internet is becoming the main source of 

information. But the information is scattered, it would be 

useful if it is in a concise and more usable form.  Most of the 

data on internet is given in the form of textual data and we 

have to manually read to get the information we want but with 

this system reduces the human effort as it extracts the useful 

information in form of relation tuples which can be directly 

fed into further applications. Since the data is in tabular format 

complex queries can be applied to it to get more precise data. 

For example a corpus of chain snatching crimes has been used 

to test the system. The system extracts information from the 

corpus like victim and police station; this can be used in an 

application to check which area has maximum occurrence of 

the crime. 

 

Our goal is to expand our extraction algorithm to extract 

ternary as well as quaternary pairs. We also aim to compute 

more features to improve the precision and recall of the 

algorithm. 
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This system can also be used to create large databases by using 

only a few seed examples. This system can also stand as 

reference for predictive crime analysis by analyzing and 

extracting most frequently occurring petty crime sites and 

timings. 
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