
International Journal on Recent and Innovation Trends in Computing and Communication                        ISSN: 2321-8169 
Volume: 4 Issue: 11                                                                                                                                                                          47 – 54 
_______________________________________________________________________________________________________ 

47 

IJRITCC | November 2016, Available @ http://www.ijritcc.org  

_______________________________________________________________________________________ 

Enhanced Distributed File Replication Protocol for Efficient File Sharing in 

Wireless Mobile Ad-Hoc Networks. 

 
Patil Ajinkya K. 

B.E.Computer 

BVCOERI,Nashik 

patil.ak93@gmail.com 

 

Gaikwad Rutuja K. 

B.E.Computer 

BVCOERI,Nashik 

rutujagaikwad23@yahoo.com 

 

Suthar Lalit S. 

B.E. Computer 

BVCOERI,Nashik 

sutharlalit27@gmail.com 

 

Bhamare Bharat B. 

B.E. Computer, BVCOERI, Nashik 

bharatb.bhamare333@gmail.com 

 

Prof. H. D. Sonawane 

Computer (HOD) 

BVCOERI,Nashik 

 

 
Abstract— File sharing applications in mobile unintended networks (MANETs) have attracted additional and additional attention in recent 

years. The potency of file querying suffers from the distinctive properties of such networks as well as node quality and restricted communication 

vary and resource. associate degree intuitive methodology to alleviate this drawback is to form file replicas within the network. However, despite 

the efforts on file replication, no analysis has targeted on the worldwide optimum duplicate creation with minimum average querying delay. 

Specifically, current file replication protocols in mobile unintended networks have 2 shortcomings. First, they lack a rule to portion restricted 

resources to completely different files so as to reduce the typical querying delay. Second, they merely contemplate storage as offered resources 

for replicas, however neglect the actual fact that the file holders’ frequency of meeting different nodes additionally plays a crucial role in 

deciding file availableness. Actually, a node that contains a higher meeting frequency with others provides higher availableness to its files. This 

becomes even additional evident in sparsely distributed MANETs, during which nodes meet disruptively. during this paper, we have a tendency 

to introduce a replacement conception of resource for file replication, that considers each node storage and meeting frequency. we have a 

tendency to on paper study the influence of resource allocation on the typical querying delay and derive a resource allocation rule to reduce the 

typical querying delay. we have a tendency to additional propose a distributed file replication protocol to appreciate the projected rule. intensive 

trace-driven experiments with synthesized traces and real traces show that our protocol are able to do shorter average querying delay at a lower 

value than current replication protocols. 

 

__________________________________________________*****_________________________________________________

I. INTRODUCTION 

1.1  What is MANET? 

The term Manet (Mobile Ad hoc Network) refers to a 

multihop packet based wireless network composed of a group 

of mobile nodes that may communicate and move at identical 

time, while not victimization any reasonably mounted wired 

infrastructure. Manet is actually self organizing and 

adaptational networks that may be shaped and ill-shapen on-

the-fly while not the necessity of any centralized 

administration. Otherwise, a indicate “Mobile unintended 

Network” A Manet may be a sort of ad hoc network that will 

modification locations and tack itself on the fly. as a result of 

MANETS square measure mobile, they use wireless 

connections to attach to varied networks. this could be a 

standard Wi-Fi association, or another medium, like a cellular 

or satellite transmission. 

 

1.2  How MANET works? 

The purpose of the Manet social unit is to standardize 

IP routing protocol practicality appropriate for wireless routing 

application at intervals each static and dynamic topologies 

with exaggerated dynamics thanks to node motion and 

alternative factors. Approaches square measure meant to be 

comparatively light-weight in nature, appropriate for multiple 

hardware and wireless environments,and address situations 

wherever MANETs square measure deployed at the perimeters 

of an IP infrastructure. Hybrid mesh infrastructures (e.g., a 

combination of mounted and mobile routers) ought to even be 

supported by painter specifications and management features. 

supported by Manet specifications and management features. 

              Using mature elements from previous work on 

experimental reactive and proactive protocols, the WG can 

develop 2 Standards track routing protocol specifications:  

 

1. Reactive MANET Protocol (RMP) 

2. Proactive MANET Protocol (PMP) 

  If vital commonality between RMRP and PMRP 

protocol modules is discovered, the WG might conceive to go 

along with a converged approach. each IPv4 and IPv6 are 
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supported. Routing security needs and problems will be self-

addressed.The manet WG will develop a scoped forwarding 

protocol that may with efficiency flood information packets to 

any or all collaborating manet nodes. the first purpose of this 

mechanism could be a simplified best effort multicast 

forwarding operate. the utilization of this protocol is meant to 

be applied solely at intervals manet routing areas and also the 

WG effort are restricted to routing layer style problems. 

              The manet WG can pay attention to the OSPF-

MANET protocol work at intervals the OSPF WG and IRTF 

work that's addressing analysis topics associated with manet 

environments. 

1.3 CHARACTERISTICS OF MANET’S: 

 In MANET, every node acts as each host and router. 

that's it's autonomous in behavior. 

 Multi-hop radio relaying- once a supply node and 

destination node for a message is out of the radio 

vary, the MANETs are capable of multi-hop routing. 

 Distributed nature of operation for security, routing 

and host configuration. A centralized firewall is 

absent here. 

 The nodes will be a part of or leave the network 

anytime, creating the constellation dynamic in nature. 

Mobile nodes are characterized with less memory, 

power and light-weight weight options. 

 The reliableness, efficiency, stability and capability 

of wireless links are usually inferior when put next 

with wired links. This shows the unsteady link 

information measure of wireless links. 

 Mobile and spontaneous behavior that demands 

minimum human intervention to tack together the 

network. 

 All nodes have identical options with similar 

responsibilities and capabilities and thus it forms a 

totally radially symmetrical setting. 

 High user density and huge level of user quality. 

Nodal property is intermittent. 

1.4 Advantages of MANETs: 

 Wireless communication 

 Mobility 

 Do not need infrastructure 

 but can use it, if available 

 small, light equipment 

2.  IMPLEMENTATION 

2.1 MODULES: 

 Optimal File Replication with the RWP Model 

 Community-Based Mobility Model 

 Meeting Ability Distribution 

 Design of the File Replication Protocol 

2.2 SYSTEM ANALYSIS  

2.2.1  EXISTING SYSTEM: 

In the former, redundant replicas area unit simply created 

within the system, thereby wasting resources. within the latter, 

though redundant replicas area unit reduced by cluster based 

mostly cooperation, neighboring nodes might cut loose one 

another thanks to node quality, resulting in massive question 

delay. There are some works addressing content caching in 

disconnected MANETs/ DTNs for economical knowledge 

retrieval or message routing. They essentially cache 

knowledge that area unit oftentimes queried on places that area 

unit visited oftentimes by mobile nodes. each the 2 classes of 

replication strategies fail to totally contemplate that a node’s 

quality affects the supply of its files. 

2.2.2 DISADVANTAGES OF EXISTING SYSTEM: 

Node quality, restricted communication vary and 

resource, have rendered several difficulties in realizing such a 

P2P file sharing  system. Broadcasting will quickly discover 

files, however it results in the published storm downside with 

high energy consumption. In spite of efforts, current file 

duplication protocols lack a rule to allot restricted resources to 

files for replica creation so as to attain the minimum average 

querying delay, i.e., international search potency optimization 

below restricted resources. They merely contemplate storage 

because the resource for replicas, however neglect that a 

node’s frequency to fulfill alternative nodes (meeting ability in 

short) conjointly influences the provision of its files. Files in 

an exceedingly node with the next meeting ability have higher 

availableness. 

2.2.3 PROPOSED SYSTEM: 

In this paper, we tend to introduce a brand new idea 

of resource for file replication, that considers each node 

storage and node meeting ability. we tend to on paper study 

the influence of resource allocation on the common querying 

delay and derive an optimal file replication rule (OFRR) that 

allocates resources to every file supported its quality and size. 

we tend to then propose a file replication protocol supported 

the rule, that approximates the minimum international 

querying delay in a very totally distributed manner. 

We propose a distributed file replication protocol 

which will around understand the best file replication rule with 

the 2 quality models in a very distributed manner.  

2.2.4 ADVANTAGES OF PROPOSED SYSTEM: 

Our experiment and simulation results show the 

superior performance of the projected protocol as compared 

with alternative representative replication protocols. 
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2.3 OPTIMAL FILE REPLICATION WITH THE RWP 

MODEL 

In the RWP model, we will assume that the inter-

meeting time among nodes follows exponential distribution. 

Then, the chance of meeting a node is freelance with the 

previous encountered node. Therefore, we tend to outline the 

meeting ability of a node because the average variety of nodes 

it meets in a very unit time and use it to analyze the optimum 

file replication. Specifically, if a node is in a position to satisfy 

additional nodes, it's higher chance of being encountered by 

alternative nodes shortly. A node’s chance of being 

encountered by alternative nodes is proportional to the 

meeting ability of the node. this means that files residing in 

nodes with higher meeting ability have higher availableness 

than files in nodes with lower meeting ability. therefore we 

tend to take into consideration each meeting ability and 

storage in activity a node’s resource. once a reproduction is 

formed on a node, it occupies the memory on the node. Also, 

its chance of being met by others is determined by the node’s 

meeting ability. this suggests that the duplicate naturally 

consumes each the storage resource and therefore the meeting 

ability resource of the node. 

2.4 COMMUNITY-BASED MOBILITY MODEL 

In this module, we tend to conduct the analysis below the 

community-based quality model. we tend to think about every 

node’s satisfying ability. it's outlined as a node’s ability to 

satisfy queries within the system and is calculated supported 

the node’s capability to satisfy queries in every community. 

In this model, since nodes file interests square measure stable 

throughout a particular period of time, we have a tendency to 

assume that every node’s file querying pattern (i.e., querying 

rates for various files) remains stable within the thought of 

amount of your time. Then, the amount of nodes in a very 

community represents the amount of queries for a given file 

generated during this community. As a result, a file holder has 

low ability to satisfy queries from a small community.  

Thus, we tend to integrate every community’s fraction of 

nodes into the calculation of the satisfying ability. 

2.5 MEETING ABILITY DISTRIBUTION 

We measured the meeting ability distribution from 

real traces to substantiate the need to contemplate node 

meeting ability as a very important think about the resource 

allocation in our style. For each trace, we tend to measured the 

meeting talents of all nodes and stratified them in decreasing 

order. we tend to see that all told traces, node meeting ability 

is distributed in an exceedingly wide selection. This matches 

with our previous claim that nodes sometimes have totally 

different meeting talents. Also, it verifies the need of 

considering node meeting ability as a resource in file 

replication since if all nodes have similar meeting ability, 

replicas on totally different nodes have similar chance to fulfill 

requesters, and thus there's no ought to contemplate meeting 

ability in resource allocation. 

3. SYSTEM ARCHITECTURE: 

 
   Fig no 1 

3.1 BLOCK DIAGRAM: 

 

 

 

 

 

 

Fig no 2 

 

4. PERFORMANCE EVALUATION IN NORMAL 

MANETS WITH THE RWP MODEL 

To evaluate the performance of PCS in traditional MANETs, 

we have a tendency to conducted experiments on each the 

GENI Orbit testbed 
[8], [9]

 and therefore the NS-2 machine 
[10]

. 

The GENI testbed consists of four hundred nodes equipped 

with wireless cards. we have a tendency to used the college 

real-world painter trace 
[5]

, that provides the quality trace of 

thirty five laptops occupation Associate in Nursing open field, 

to drive node quality in each experiments. so as to validate the 

ability of PCS, we have a tendency to used 2 routing protocols 

within the experiments. we have a tendency to initial used the 

StaticWait protocol 
[11] 

within the GENI experiment, during 

which every question stays on the supply node anticipating the 

destination. we have a tendency to then used a probabilistic 

routing protocol (PROPHET ), during which a node routes 

requests to the neighbor with the best meeting ability. we have 

a tendency to set a bigger TTL for Static Wait since it wants 

longer to seek out a file holder. we have a tendency to used 

ninety five p.c confidence interval once handling the 

experimental results. We evaluated the performance of PCS in 

traditional painters compared with many MANET replication 

algorithms: SAF 
[10]

, DCG 
[10]

, PDRS
 [3] 

and CACHE
 [2]

. the 

small print of those protocols is found in Section two. to raised 

validate our analysis, we have a tendency to conjointly 

compared PCS with Random, that places replicas on nodes 

Peer 

Creation 
OFRR Rule Upload 

Process 

File 

Distribution 

Query 

Updates/Status 

Replica Node 

Allocation 



International Journal on Recent and Innovation Trends in Computing and Communication                        ISSN: 2321-8169 
Volume: 4 Issue: 11                                                                                                                                                                          47 – 54 
_______________________________________________________________________________________________________ 

50 

IJRITCC | November 2016, Available @ http://www.ijritcc.org  

_______________________________________________________________________________________ 

arbitrarily, and OPTM, that could be a centralized protocol 

that calculates the best range of replicas for every file 

supported our derived best replication rule. OPTM represents 

the simplest performance which will be obtained by the 

OFRR. we have a tendency to conjointly conducted simulation 

on the NS-2 with completely different| completely different 

network sizes and node mobilities synthesized by the changed 

RWP model to judge our protocol underneath different 

situations.  

TABLE 1 

Experimental Results of the Trace-Driven GENI Experiments 

 

 
 

We used the following metrics in the experiments: 

 1.Hit Rate. it's the p.c of requests with success 

resolved by either original files or replicas. 

 2.Average delay. this can be the common delay of all 

requests. to create the comparison truthful, we tend to 

enclosed all requests within the calculation. For 

unresolved requests, we tend to set their delays 

because the TTL. 

 3.Replication price. this can be the whole range of 

messages generated in making replicates. 

 4.Cumulative Distribution perform (CDF) of the 

proportion of replicas. this can be the CDF of the 

proportion of replicas of every file. This metric 

reflects the number of resources allotted to every file 

for replication. 

5. PERFORMANCE IN THE GENI EXPERIMENTS 

5.1 HIT RATE AND AVERAGE DELAY 

Table one shows the results of every protocol within the trace 

driven experiments on GENI. we tend to see that the hit rates 

in numerous replication protocols follow Random<CACHE 

<SAF<PDRS<DCG<PCS<OPTM and therefore the average 

delays follow a reverse order: Random>CACHE>SAF> 

PDRS>DCG>PCS>OPTM. we tend to see that OPTM and 

PCS cause higher hit rate and lower average delay than others. 

this can be attributed to the steerage of OFRR, that aims to 

reduce the typical querying delay by considering each storage 

and meeting ability as resource to boost overall file 

convenience. PCS generates slightly lower hit rate and around 

twenty % higher average delay than OPTM. this can be as a 

result of OPTM has the data of all info required in OFRR 

beforehand, whereas PCS has got to distribute replicas during 

a totally distributed manner. On the contrary, alternative 

protocols solely replicate files domestically, thereby making 

redundant replicas and failing to realize high file convenience 

underneath node quality. Random has the worst performance 

on hit rate and average delay. this can be as a result of 

Random solely haphazardly creates replicas for files and fails 

to assign a lot of resources to in style files, that area unit 

queried a lot of often by nodes. CACHE solely utilizes the 

storage on intersection nodes, that indicates that it fails to 

completely utilize space for storing on all nodes. Therefore, it 

cannot produce as several replicas as alternative protocols and 

exhibits an occasional hit rate and a high delay. In SAF, every 

node replicates its often queried files till its memory is stuffed 

up. Then, most resources area unit allotted to in style files. 

Therefore SAF cannot optimize question delay globally. In 

PDRS, a node replicates files inquisitive about its neighbors 

that have less storage resource than itself. However, because 

the replicas aren't shared within the whole cluster, PDRS 

solely renders a small performance improvement over SAF. 

DCG more improves SAF and PDRS by conducting the file 

replication on a gaggle level. It eliminates duplicate replicas 

among cluster members and uses the free memory for 

alternative replicas, thereby generating higher hit rate and 

smaller average delay than SAF and PDRS. we discover that 

the primary percentiles of the delays of all protocols area unit 

0.01. this is often as a result of some requests area unit now 

glad by direct neighbors. The 99th percentiles of the delays of 

those protocols just about follow the connection on the 

average delay. on top of results justify that PCS enhances the 

file looking out potency by its international optimization of 

file availableness. the actual fact that Random ends up in 

worse performance than all ways that offer priority to 

widespread files once making replicas conjointly justify that a 

resource allocation strategy is critical for file availableness 

optimization. 

5.2  REPLICATION COST 

From the Table , we discover that the replication prices of 

various protocols follow RS>DCG>PCS>OPTM 

Random>SAF ¼ CACHE ¼ zero. PDRS shows the very best 

replication value as a result of it has to broadcast every new 

file to all or any nodes within the system. DCG incurs 

moderate replication value as a result of cluster members have 

to be compelled to exchange info to cut back duplicate 

replicas. PCS incorporates a low replication value as a result 

of every node solely tries at the most K 

times to form a replacement duplicate for every file it holds. 

OPTM and Random have a awfully low value since nodes 

solely have to be compelled to communicate with the central 

server for duplicate list. SAF and CACHE haven't any 

replication value since they are doing not have to be 

compelled to exchange info among nodes for file replication. 
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However, SAF generates plenty of redundant replicas, and 

Random and CACHE have an occasional performance, as 

shown in previous section. 

 5.3 REPLICA DISTRIBUTION 

Fig. one shows the CDF of the proportion of resource allotted 

to every file for reproduction creation in numerous protocols. 

From the figure, we discover that PCS exhibits the nearest 

similarity to OPTM whereas alternative protocols follow: 

DCG Random nine CACHE PDRS  wherever a method nearer 

similarity to OPTM. Combining the results on the average 

delay, we discover a remarkable phenomenon: except CACHE 

and Random, the protocol with nearer similarity to OPTM has 

lower average delay. This proves the correctness of our 

theoretical analysis and therefore the resultant OFRR rule 

CACHE encompasses a low performance as a result of it 

doesn't utilize all cupboard space, tho' it exhibits similarity 

with PDRS. Random creates replicas for every file 

indiscriminately while not considering their quality, resulting 

in a coffee performance since fashionable files don't seem to 

be replicated with priority. We also observe that the CDFs of 

the proportion of resource allotted to replicas of DCG, 

CACHE, PDRS, and SAF will increase to 0.9 quickly. this is 

often as a result of they portion most resources to standard 

files, leading to lots of replicas for these files. although these 

protocols will scale back the delay of queries for standard 

files, they can't scale back the delay for less-traveled files. 

PCS is superior over these protocols as a result of it will 

globally scale back the common question delay of all requests. 

 
Fig. 3. CDF of the resource allocated to replicas in trace-

driven GENI experiment. 

 

6. PERFORMANCE EVALUATION IN DISCONNECTED 

MANETS WITH THE COMMUNITY-BASED 

MOBILITY MODEL 

In order to gauge the performance of PCS in disconnected 

MANETs, we tend to conducted event-driven experiments 

with the MIT Reality project 
[6] 

trace and therefore the Haggle 

project 
[7]

 trace. The MIT Reality trace lasts regarding 

2.56 million seconds (Ms), whereas the Haggle project trace 

lasts regarding 0.34 Ms. each traces represent typical 

disconnected Edouard Manet situations. we tend to used the 

Static Wait routing protocol
 [11] 

during this check. we tend to 

evaluated the performance of PCS as compared with DCG 
[10]

, 

CACHE-DTN 
[4]

, OPTM, and Random. CACHE-DTN caches 

every file on the central node of every network center location 

(NCL). If a central node is full, its replicas are hold on in its 

neighbor nodes consistent with their popularities. A a lot of 

common duplicate is hold on nearer to the central node. The 

experiment settings and metrics are an equivalent as in Section 

five unless otherwise laid out in below. the entire range of 

queries was set to 6000*Rp, and Rp is that the query rate and 

was varied within the vary of [2, 6]. within the experiment 

with the MIT Reality trace and therefore the Haggle trace, 

queries were generated equally within the fundamental 

quantity of [0.3 Ms and 2.3 Ms] and [0.05 Ms and 0.25 Ms] 

was set to 0.3 Ms and 0.04 MS, and therefore the TTL of 

every question was set to zero.3 Ms and 0.04 Ms, severally. 

we tend to once more set the arrogance interval to ninety five 

% once handling experimental knowledge. 

 

 

Fig. 4. Performance of the file replication protocols with the 

Haggle trace. 

6.1 HIT RATE 

Figs. 4 a and 5a plot the hit rates of the 5 strategies with the 

Haggle trace and also the MIT Reality trace, severally. 

We see that in each situations, the hit rates follow OPTM > 

PCS>CACHE-DTN > DCG > Random. OPTM and PCS come 

through higher hit rate than different strategies as a result of 

they follow the deduced OFRR. However, since PCS realizes 

OFRR during a distributed method, it presents slightly inferior 
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performance compared to OPTM. CACHE-DTN considers the 

intermittent association properties of disconnected MANETs  

and replicates each file to  NCL, resulting in high data 

accessibility, tho' not best. DCG solely considers quickly 

connected cluster for information replication, that isn't stable 

in disconnected MANETs. Therefore, it's an occasional hit 

rate. Random assigns resources to files indiscriminately, which 

suggests it cannot produce a lot of replicas for standard files, 

resulting in the bottom hit rate. Such a result proves the 

effectiveness of the projected PCS on up the general file 

availableness and also the correctness of our derived OFRR 

for disconnected MANETs. we tend to conjointly see that the 

hit rates of various strategies fluctuate slightly once the 

question rate will increase. this is often as a result of the hit 

rate isn't stricken by the question rate. Even once the quantity 

of question will increase, the file availableness remains on 

constant level and results in similar performance, as shown 

within the 2 figures. 

6.2 AVERAGE DELAY 

Figs. 4b and 5b demonstrate the common delays of 

the 5 strategies with the Haggle trace and therefore the MIT 

Reality trace, severally. we discover that with each traces, the 

common delays follow OPTM<PCS<CACHE-

DTN<DCG<Random, that is in reverse order of the 

connection between the 5 strategies on hit rate as shown in 

Figs. 5a and 6a. this is often as a result of the common delay is 

reversely associated with the knowledge accessibility. As 

explained in on top of section, OPTM and PCS have high 

knowledge accessibility since they follow OFRR, CACHE-

DTN presents higher knowledge accessibility than DCG as a 

result of CACHE-DTN distributes each file to completely 

different NCLs whereas DCG solely shares knowledge among 

oft encountered neighbor nodes, and Random incorporates a 

low knowledge handiness since all files receive equal quantity 

of resources for replicas. Such results additional validate the 

planned OFRR and PCS in disconnected MANETs. 

6.3 REPLICATION COST  

Figs. 4c and 5c show the replication costs of the five methods 

with the Haggle trace and the MIT Reality trace, respectively. 

OPTM and Random have the lowest replication 

cost while the costs of other three methods follow 

PCS<CACHE-DTN<DCG. In OPTM and Random, nodes 

only need to contact the central server for replica list, leading 

to the lowest cost. DCG generates the highest replication cost 

since group members need to exchange a large amount of 

information to remove duplicate replicas. CACHE-DTN 

forwards each file to every NCL, leading to moderate 

replication cost. In PCS, a node tries at most K times to create 

a replica for each of its files, producing much lower replication 

cost than CACHE-DTN and DCG. Such a result demonstrates 

the high energy-efficiency of PCS. Combining all above 

results, we conclude that PCS has the highest overall file 

availability and efficiency compared to existing methods, and 

OFRR is effective in guiding optimal file replication in 

disconnected MANETs.  

6.4  REPLICA DISTRIBUTION 

Figs. 4d and 5d show the CDF of the proportion of 

resources allotted to replicas in every protocol within the tests 

with the Haggle trace and therefore the Massachusetts Institute 

of Technology Reality trace, severally. we have a tendency to 

see in each figures, PCS presents terribly shut similarity to 

OPTM and therefore the alternative 2 follow CACHE-

DTN_PCS. Random additionally presents shut similarity to 

OPTM on the CDF curve. but the distinction between PCS and 

Random is that PCS assigns priority for widespread files 

whereas Random provides even priority to any or all files. 

Since widespread files are queried a lot of oftentimes, Random 

still ends up in an occasional performance. For other 

three ways that favor widespread files, we discover that the 

nearer similarity with OPTM a protocol has, the higher overall 

performance it's. Such a result additionally matches with what 

we have a tendency to ascertained within the take a look at in 

connected MANETs. This proves the correctness of our 

theoretical analysis and therefore the resultant OFRR rule for 

disconnected MANETs. 

 

 

Fig. 5. Performance of the file replication protocols with the 

MIT Reality trace. 

7. LITERATURE SURVEY 

7.1  A DELAY/DISRUPTION TOLERANT SOLUTION 

FOR MOBILE TO MOBILE FILE SHARING 



International Journal on Recent and Innovation Trends in Computing and Communication                        ISSN: 2321-8169 
Volume: 4 Issue: 11                                                                                                                                                                          47 – 54 
_______________________________________________________________________________________________________ 

53 

IJRITCC | November 2016, Available @ http://www.ijritcc.org  

_______________________________________________________________________________________ 

Due to quality, communication links between mobile 

nodes square measure transient and network maintenance 

overhead could be a major performance bottleneck for 

knowledge transmission. Low node density makes it tough to 

determine end-to-end affiliation, so clogging an eternal end-to-

end path between a supply and a destination. This creates a 

contemporary form of DTN, that was originally meant for 

communication in space, however is currently directly 

accessible from our pockets. during this paper, we have a 

tendency to gift a special purpose system for looking out and 

transferring files tailored to each the characteristics of 

MANETs and therefore the needs of P2P file sharing. Our 

approach relies on Associate in Nursing application layer 

overlay network. we have a tendency to port a DTN sort 

answer into Associate in Nursing infrastructure-less 

surroundings like MANETs and leverage peer quality to 

achieve knowledge in alternative disconnected networks. this 

is often done by implementing Associate in Nursing 

asynchronous communication model, store-delegate-and-

forward, like DTNs, wherever a peer will delegate 

unaccomplished file transfer or question tasks to special peers. 

to boost knowledge transmission performance whereas 

reducing communication overhead, we have a tendency to 

choose these special peers by the expectation of encountering 

them once more in future and assign them completely different 

transfer place to begin on the file. 

7.2  ADAPTIVE APPROACHES TO RELIEVING 

BROADCAST STORMS IN A WIRELESS MULTIHOP 

MOBILE AD HOC NETWORK 

In a multihop mobile unexpected network, 

broadcasting is associate elementary operation to support 

several applications. Previously, it's shown that naively 

broadcasting by flooding could cause serious redundancy, 

contention, and collision within the network, that we tend to 

visit because the broadcast storm drawback. many threshold-

based schemes are shown to perform higher than flooding in 

this work. However, the way to select thresholds conjointly 

poses a perplexity between reachability and potency 

underneath totally different host densities. during this paper, 

we tend to propose many reconciling schemes, which might 

dynamically change thresholds supported native property data. 

Simulation results show that these reconciling schemes can 

give higher reachability also as potency as compared to the 

previous results. 

7.3  HIBOP: A HISTORY BASED ROUTING PROTOCOL 

FOR OPPORTUNISTIC NETWORKS 

In expedient networks the existence of a coinciding path 

between a sender and a receiver isn't assumed. This model 

(which fits well to pervasive networking environments) fully 

breaks the most assumptions on that Edouard Manet routing 

protocols square measure designed. Routing in expedient 

networks is typically supported some sort of controlled 

flooding. however usually this ends up in terribly high 

resource consumption and network congestion. during this 

paper we have a tendency to advocate context-based routing 

for expedient networks. we offer a general framework for 

managing and victimization context for taking forwarding 

choices. we have a tendency to propose a context-based 

protocol (HiBOp), and compare it with widespread solutions, 

i.e., Epidemic Routing and PROPHET. Results show that 

HiBOp is in a position to drastically scale back resource 

consumption. At identical time, it considerably reduces the 

message loss rate, and preserves the performance in terms of 

message delay. 

7.4  PROBABILISTIC ROUTING IN INTERMITTENTLY 

CONNECTED NETWORKS 

We take into account the matter of routing in 

intermittently connected networks. In such networks there's no 

guarantee that a totally connected path between supply and 

destination exist at any time, rendering ancient routing 

protocols unable to deliver messages between hosts. we have a 

tendency to propose a probabilistic routing protocol for such 

networks. 

7.5 MOPS: PROVIDING CONTENT-BASED SERVICE IN 

DISRUPTION-TOLERANT NETWORKS 

Content-based service, that dynamically routes and delivers 

events from sources to interested users, is extraordinarily vital 

to network services. However, existing content-based 

protocols for static networks can incur unaffordable 

maintenance prices if they're applied on to the extremely 

mobile setting that's featured in disruption-tolerant networks 

(DTNs). during this paper, we have a tendency to propose a 

novel publish/subscribe theme that utilizes the long-run social 

network properties, that area unit ascertained in several DTNs, 

to facilitate content-based services in DTNs. we have a 

tendency to distributively construct communities supported the 

neighboring relationships from nodes' encounter histories. 

Brokers area unit deployed to bridge the communities, and that 

they adopt a domestically prioritized pub/sub theme which 

mixes the structural importance with subscription interests, to 

come to a decision what events they must collect, store, and 

propagate. completely different trade-offs for content-based 

service is achieved by standardization the closeness threshold 

in community formation or by adjusting the broker-to-broker 

communication theme. in depth real-trace and synthetic-trace 

driven simulation results area unit conferred to support the 

effectiveness of our theme. 

8. CONCLUSION 

 In this paper, we tend to investigated the matter of 

the way to allocate restricted resources for file replication for 

the aim of global optimum file looking out potency in 
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MANETs. Unlike previous protocols that solely contemplate 

storage as resources,we conjointly contemplate file holder’s 

ability to fulfill nodes as avail-able resources since it 

conjointly affects the provision of files on the node. we tend to 

first in theory analyzed the influence of replica distribution on 

the typical querying delay underneath constrained accessible 

resources with 2 quality models, and then derived an optimum 

replication rule which will allocate resources to file replicas 

with bottom average querying delay. Finally, we tend to 

designed the priority competition and split replication protocol 

(PCS) that realizes the optimum replication rule in a totally 

distributed manner. extensive experiments on each GENI 

testbed, NS-2, and event-driven simulator with real traces and 

synthesized quality make sure both the correctness of our 

theoretical analysis and also the effectiveness of PCS in 

MANETs. during this study, we tend to specialize in a static 

set of files within the network. In our future work, we will 

theoretically analyze a a lot of advanced atmosphere including 

file dynamics (file addition and deletion, file timeout) and 

dynamic node querying pattern. 
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