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Abstract—  The Machine Learning is pictured as a tool by which computer-based systems can be unified in the healthcare field in order to get a 

better, more efficient medical care. 

This paper describes a Machine Learning based methodology for building an application and scattering healthcare information. It extracts 

sentences from published medical papers that mention diseases and treatments, and identifies relation between meanings that exist between 

diseases and treatments. 

__________________________________________________*****_________________________________________________ 

1. INTRODUCTION 

1.1 Background and basics: 

People are more concerned about their health than ever 

before. From their busy schedules they want each and 

everything to go in a good health. People want Fast access 

to reliable information and in a manner that is suitable to 

their habits and work. Medical field has grown to such an 

extent that the people practicing medicine should not only 

have experience but also information ab out latest 

discoveries. Electronic Health Record[HER] is becoming a 

standard in healthcare domain. Websites such as Google 

Health[9] and Microsoft Health Vault[10] make people to 

care deeply about their health. 

To get the quality medical data for taking proper medical 

decisions. For this purpose we need a better, more efficient 

and reliable access to information. 

If we think about researches people are searching the web to 

get informed regularly about their health. In medical domain 

the 

most used source of information is MEDLINE[12]. 

MEDLINE is database where all the research related new 

innovations come and enter at a high rate. From the busy 

schedules the experts are not getting time to read thousands 

of articles/resources therefore, there is a need to build a tool 

that will be enough to satisfy the need of the people. 

Our objective is to work with ML and Neural Language 

Processing (NLP) is that the task of identifying and 

spreading reliable healthcare information, that will becomes 

easy and beneficial for the people. A hierarchical approach 

is used for performing the two tasks: The first is to identify 

and remove the sentences with no meaning and then second 

is to categorize the rest of the sentences by the relation of 

interest. By this a considerable improvement is shown 

getting the information. 

Sentence selection - It identifies sentences from Medline 

published abstracts that talk about diseases and treatments. 

The task is same like to scan the sentences from the 

medicine abstracts which contains the disease treatment 

information which will be useful to the user. 

Relation identification - it is focused on identifying disease-

treatment relations in the sentences already selected as being 

informative (e.g., task 1 is applied first). 

 

 

 

1.1.1      Business Context: 

The proposed applications rely on personalizing the mass-

media experience by matching ambient audio statistics. The 

applications provide the viewer with personalized layers of 

information, new avenues for social interaction, real time 

indica tions on show popularity and the ability to maintain a 

library of the favorite content through a virtual recording 

service. These personalization applications can be modified 

in order to provide the degree of privacy each viewer feels 

comfortable with. Similarly, the app lications can vary 

according to viewer-specific technical constraints, such as 

bandwidth and CPU time. 

 

1.2  Literature survey the existing system: 

1. In order to embrace the views that the EHR system has, 

we need better, faster, and more reliable access to 

information. 

 2. In the medical domain, the richest and most used source 

of information is Medline, database of extensive life science 

published articles. 

3. All research discoveries come and enter the repository at 

high rate (Hunter and Cohen, making the process of 

identifyin g and disseminating reliable information a very 

difficult task. 

4. One task is automatically identifying Sentences published 

in medical abstracts (Medline) as containing or not 

information about disease Treatments and automatically 

identifying semantic relations that exist between disease and 

Treatments. 

5. Use Hidden Markov Models and maximum entropy 

models to perform both the task of entity recognition and the 

relation discrimination. 

6. Their representation techniques are based on words 1in 

context, part of speech information, phrases, and a medical 

lexical ontology Mesh terms. 

Drawbacks in existing system are: 

a. People want Fast access to reliable information and in a 

manner that is suitable to their habits and workflow. b. 

Reliable information is not received always by the system. 

 

1.3  Relevance 

This system is not the first of its kind, there does exist a 

system that has been designed to serve the same purpose. 

All of which are quite relevant to each other, in the context 

of the purpose. 
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We have done our best, to design an application which will 

be different from others and still serve our purpose. 

However, each system is different in the way it appears and 

functions and these variations depend upon their developer. 

 

1.4 Scope of statement 

HER are becoming the standard in the healthcare domain. 

Researches and studies show that the potential benefits of 

having an EHR system are3: Health information recording 

and immediate access to patient diagnoses and lab test 

results that enable b etter and time-efficient medical 

decisions; Medication management that is a rapid access to 

information regarding potential or highly effective drug 

reactions, immunizations, supplies, etc; Decision support—

the ability to capture and use quality medical data for 

decisions in the workflow of healthcare; and Obtain 

treatments that are tailored to specific health needs—rapid 

access to information that is focused on certain topics. The 

work that we present in this paper is focused on two tasks: 

automatically identifying sentences published in medical 

abstracts (Medline) as containing or not information about 

diseases and treatments, and automatically id entifying 

semantic relations that exist between diseases and 

treatments, as expressed in these texts. The second task is 

focused on three semantic relations: Cure, Prevent, and Side 

Effect. 

 

This describes testing plan for the developed system which 

identifies sentences from medical abstract by looking from 

already available abstracts we will call it as from different 

Medline database rather than the user requirments as 

defined. The purpose of this acceptance test is to make sure 

that the system developed using machine learning gives 

100% correct/satisfied result as per the user requirement. 

This test executed in the testing phase of the project. 

 

2. SOFTWARE ENGINEERING MODEL USED I.E. 

INCREMENTAL MODEL: 

2.1 COMMUNICATION: 

The software development starts with communication 

between customer and developer. In this phase we 

communicated with following principles of communication 

phase .We prepared before the communication i.e. we 

decide agenda of the meeting for concentrating on data 

mining. The team worked on all possible outcomes of 

project by studying the requirement from the user’s point of 

view by considering what is the actual needed, what is 

output, output format of system. 

2.2 PLANNING: 

It includes complete estimation  and scheduling and risk 

analysis. In this phase we planned about when estimated to 

release the software, cost estimation, risk in the project 

regarding application etc. Finally in this phase we estimated 

cost of project including all expenditure of software 

according to user deadline with his participation. 

2.3 MODELING: 

It includes detail requirement analysis and project design, 

flowchart shows complete pictorial flow of program where 

the algorithm is step by step solution of problem .We 

analyze the requirement of the user according to that we 

draw the block dia gram of the system. That is nothing but 

behavioral structure of system using UML 2.0 i.e. Class 

Diagram .Interaction Diagram and Use Case report. 

2.4 CONSTRUCTION: 

It includes Coding and Testing Steps: 

a. Coding: 

Design details are implemented using appropriate 

programming language. For coding we have choose the JAV 

platform  

 

b. Testing: 

Testing is carried out by analyzing the system i.e., we first 

develop the prototype of the system   and step by step find 

out input and output errors such as interface errors. Data 

structure errors, initialization errors etc. Therefore here B 

lack Box testing strategy is useful. 

 

2.5 DEPLOYMENT: 

It includes software delivery, support and feedback from 

customer. If customer suggest some corrections, or demands 

additional changes then changes are required for such 

coercions and enhancement .Thus each iteration around the 

spiral leads to more completed version of software. 

 

3. PLANNING AND MANAGEMENT 

The following are used to process to estimate the total effort 

required for the project: 

•     1Time and understand the work at a low level of detail 

time estimate was 10%. 

•     Add specialist resource hours for learning new 

technology were 20 % resources. 

•     For instance training specialists, procurement, legal, 

administrative, etc. 

•     Add project management time and proactively manage a 

project. 15% of the effort hours for project management are 

used. 

•     Contingency hours are used to reflect the uncertainty or 

risk associated with the estimate of 5%. 

•     Coding and Testing estimation is about 40 %. 

•     Review and adjust as necessary was about 

5%.Document all assumptions was about 5-7%. 

 

Collaboration defines an interaction and is a society of roles 

and other elements that work together to provide some 

cooperative  behavior.  So  collaborations have  structural  

as  well  as  behavioral,  dimensions. These  collaborations  

represent  the implementation of patterns that make up a 

system. 

 

3.1 Transform flow & transition flow 
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3.2 Data Flow Diagrams: 

 
 

3.3 Algorithms/flow charts 

 
 

4. TOOLS USED 

a. Weka tool: 

WEKA, formally called Waikato Environment for 

Knowledge Learning, is a computer program that was 

developed at the University of Waikato in New Zealand for 

the purpose of identifying information from raw data 

gathered from agricultural doma ins. WEKA supports  many  

different  standard  data  mining  tasks  such  as  data  

preprocessing,  classification,  clustering,  regression, 

visualization and feature selection. The basic purpose of the 

application is to utilize a computer application that can be 

trained to perform machine learning capabilities and derive 

useful information in the form of trends and patterns. 

WEKA is an open source application that is freely available 

under the GNU general public license agreement. Originally 

written in C the WEKA applica tion has been completely 

rewritten in Java and is compatible with almost every 

computing platform. It is user friendly with a graphical 

interface that allows for quick set up and operation. WEKA 

operates on the predication that the user data is available as 

a flat file or relation, this means that each data object is 

described by a fixed number of attributes that usually are of 

a specific type, normal alpha- numeric or numeric values. 

The WEKA application allows novice users a tool to 

identify hidden information from database and file systems 

with simple to use options and visual interfaces. 

b. Stanford Pos tagger tool : 

This is a tool used for tagging the words in the sentence to 

check whether a noun, a pronoun, an adjective etc. Noun -

phrases, verb-phrases, and biomedical concepts identified in 

the sentences. In order to extract this type of informa tion, 

we used the Stanford Pos-tagger tool. The tagger analyzes 

English sentences and outputs the base forms, part-of-

speech tags, chunk tags, and named entity tags. 

For the purpose of identifying and disseminating healthcare 

information reliably we use naive bayes classification 

algorithm which is a part of weka tool. The naive bayes 

classifier with combinations of various representation 

features is the one that obtains the best result for all 

relations. 

 

CONCLUSION 

This study is related to a particular field but the future scope 

of the paper lies in the fact that this can be extended to the 

information on the web. Identifying and classifying medical-

related information on the web is a challenge that can bring 

valuable information to the research community and also to 

the end user. We also consider as potential future work. 
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