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Abstract:-Cost estimation is one of the biggest problems faced by software industry. It is necessary to have accurate cost estimation in order to 

conduct well budget. Under-estimation may lead to unexpected increase in budget, delay of project completion or its low quality, while over-

estimation may lead to losing business opportunities. In this dissertation the idea of building data mining techniques into existing software cost 

estimation model such as COCOMO II  model is implemented. Data mining allows users to analyze data from many different dimensions or 

angles, categorize it, and summarize the relationships identified. 

__________________________________________________*****_________________________________________________  

1. INTRODUCTION 

Software Effort Estimation 

Cost estimation is prediction of percentage and 

number of hours for the effort invested during a software 

project. Estimating the cost is very necessary and most 

analysed variable in recent years. It is used basically in 

project management. Software engineers were facing 

problem of effort predictions since 1950. Estimation overrun 

was occurring even for small projects. SLIM- Software Life 

Cycle Management and COCOMO- Constructive Cost 

Estimation are the basic models for effort estimation. 

Tremendous growth of software system trade resulted in 

new technologies. Actual estimation is often a difficult task. 

Cost estimation techniques are generally classified into 

algorithmic and non-algorithmic techniques. Using data 

mining on projects of organization for cost estimation has its 

benefits, such as ease of understanding and controlling 

collected data. 

 1.2 Objectives 

 To identify the cost drivers and cost factors of 

Cocomo II model. 

  To apply data mining classification techniques for 

software cost estimation. 

 To determine what resources to commit to the 

project and how well these resources will be used 

as projects can be easier to manage and control 

when resources are better matched to real needs.  

 To  improve the overall business plan of a software 

organization 

 To classify and prioritize development projects 

with respect to an overall business plan.  

 To provide more accurate estimated software 

project to the customers. 

 

2. SYSTEM ANALYSIS AND DESIGN FOR 

PROPOSED SYSTEM 

2.1 Problem Statement 

Effort estimation is necessary for many people and different 

departments in an organization. At various point of project 

lifecycle well-defined effort estimation is essential. The aim 

of this dissertation work is to identify the important cost 

drivers in the past project data with the help of data mining 

classificaton techniques .Cost drivers are multiplicative 

factors of cost estimation model that determine the effort 

required to complete  software project. In the analogy 

estimation models, the cost drivers are the base of cost 

estimation models. They estimate the new project with 

compare the past project data or cost drivers and set the 

value of cost drivers in the new projects. 

2.2 Data Mining Algorithms  

The k-means Algorithm:  
The k-means algorithm is an evolutionary algorithm that 

gains its name from its method of operation. The algorithm 

clusters observations into k groups, where k is provided as 

an input parameter. It then assigns each observation to 

clusters based upon the observation‟s proximity to the mean 

of the cluster. The cluster‟s mean is then recomputed and the 

process begins again. Here‟s how the algorithm works [9]  

1. The algorithm arbitrarily selects k points as the initial 

cluster centres (“means”).  

2. Each point in the dataset is assigned to the closed cluster, 

based upon the Euclidean distance between each point and 

each cluster centre.  

3. Each cluster centre is recomputed as the average of the 

points in that cluster.  

4. Steps 2 and 3 repeat until the clusters converge. 

Convergence may be defined differently depending upon the 

implementation, but it normally means that either no 

observations change clusters when steps 2 and 3 are 

repeated or that the changes do not make a material 

difference in the definition of the clusters. 

 

3. SYSTEM IMPLEMENTATION 
The methodology is simple .Two different-different fields 

data mining and the software engineering are combined and 

accurate cost of the project with the help of past project data 

whose cost or effort is known is generated. Data mining 

classification techniques and cocomo II model is used for 

software estimation. Cocomo II model is the analogy model. 

In this model the new project cost estimation by comparing 

the past project data is done. The feature of new project and 

past project is very similar. In his application , the past 

project data whose efforts are already given is used. With 

the help of clustering similar group of cost drivers is formed 

. The cost drivers are very helpful to predict the cost of   the 

new projects. COCOMO II has 7 to 17 multiplicative factors 

that determine the effort required to complete a software 

project. All cost drivers have qualitative rating levels ('extra 
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low' to 'extra high') that express the impact of the driver and 

a corresponding set of effort multiplier. The nominal level 

always has an effort multiplier (EM) of 1.00, which does not 

change the estimated effort. So a cost driver's qualitative 

rating is translated into a quantitative one for use in the 

model. The COCOMO II model can be used to estimate 

effort and schedule for the whole project or for a project that 

consists of multiple modules. The size and cost driver 

ratings can be different for each module. 

 

 
Fig 1:- functional diagram of existinmethodology      

         

4. CONCLUSION 

Data mining has proven itself as a valuable tool in many 

areas, however, current data mining techniques are often far 

better suited to some problem areas than to others, therefore 

it is recommend to use data mining in most companies to 

help managers to make accurate cost estimation. The results 

in this dissertation suggest that building data mining 

classification techniques into existing software estimation 

techniques such as COCOMO II can effectively improve the 

performance of a proven method .  COCOMO II model is 

used to estimate the cost, effort and schedule when planning 

a new software development. The effort Equation is used to 

estimate the number of person / month. The degree of effort 

and duration increase with increase in the size of project, 

cost drivers and scale drivers , then the average staffing 

increase linearly.  The COCOMO II model is a good guide 

to estimate the requirements and maintenance of software. It 

takes project, product, personnel and hardware attributes 

into account when predicting effort required. The time to 

complete a project is not proportional to the number of 

people working on the project. On the basis of results it can 

be said that cost drivers and scale factors perform important 

role in this estimation. Best structure of data mining 

methods with meticulous data sets will be utilized for 

accessing  the accurate SCE models.  
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