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Abstract---In medical science there are different health disorders have high economical cost. There are many diseases present in medical 

science,mental disorder is the one of the most powerful disease which can have large impact on society. We are going to implement the 

innovative approach for sensing the human emotion by using automatic facial tracking in video, measuring facial activity, recognition of facial 

expression and by using the frequency of audio signal.  

The main goal is to develop and diagnostic mental disorder using affective sensing technique. The sound and visual communication 

complement each other, by considering this hypothesis for mental disorder analysis.  Using multimodal approach for mental disorder diagnosis 

we are using combination of audio and video fusion method. A  different audio and video features are generated separately. Frame level used to 

classify and combined video and audio features by using support vector machine (SVM).The innovative techniques show the proposed 

framework’s effectiveness in mental disorder analysis. 
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I. INTRODUCTION 

The modern applications are build very fastly in day to day 

life, the people using computer application for social, 

professional and personal used.To detect emotion more 

naturally by the computer system and convert it into electronic 

signal to find the mental condition of human.the proposed  

work should able to analysed the mental disorder based on 

obtain featuers of face and speech,both this features are 

depend on each other to analyise the result[1]. 

 Multimodal framework having effective sencing technique 

,which work on real world example for depression monitoring 

.To detect the mental disorder multiple models gives the better 

result than that of single model.The portion of human body is 

used to analyse the mental disorder by using the area up form 

the shoulder that is the head movement is capture from the 

video frame  and the audio frequency from per frame is 

calculate and detecting the disorder [2]. 

The result of emotion can be depend on many facial 

expression given by human  because the human can be happy 

and scared at the same time.In real time application is used by 

machine –human interaction. Human computer interaction 

generating the mood or emotion of human[3]. 

In  this work , we are using  k-Means and Support Vector 

machines to classify the opposite emotions.Reasearchers are 

debating which features are require or recognition emotion 

using speech to detect correct emotion[4]. 

II. LITERATURE SURVEY 

In this paper, authors outline the approach he developed to 

construct an emotion-recognizing system. The nature of 

emotion in its interaction with attention is depends on 

psychological the fusion of different features of audio and 

video handle by neural network architecture. The neural 

network architecture are gives the result and their implications 

discusses for future direction of the research[5]. 

The second paper describes the audio-video fusion 

for depression diagnosis progress to date and proposes a novel 

multimodal framework. The author exploit the proposition that 

the auditory and visual human communication complement 

each other[6]. We investigate hypothesis for depression 

analysis. For video feature data analysis, intra-facial muscle 

movements, head movements and shoulder movements are 

analyzed by computing temporal interest points of human. The 

various audio features like fundamental frequency (f0), 

intensity, loudness and MFCC are computed. In this work, we 

compare fusion methods at feature level, decision level and 

score level. Researchers do study on an age and gender 

matched clinical dataset of 10-30 patients and 10-30 healthy 

controls. This work shows results from the multimodal 

experiments show the framework’s effectiveness in depression 

analysis [7]. 

 

III. FUSION USING AGGREGATION MAETHOD 

 The study of combining two or more result of audio and 

video extraction the fusion method is used.the multimodel  

facial expression recognition method is used to fuse number of 

information.the number of results can be fuse at differente 

levels such as score,decision and feature level.multiple 

features which is extarcted by biometric can be fusion using 

feature level.matching score obtain by biometrics can be 

combined by score level.different classifiers gives a the 

different decision and the final result decision is based on all 

of the decision classifiers. We are using OR Gate to combine  

the results of the audio  and video feature extraction.the two 

decision make a score bulid by classifier for two sets of 

features.the fusion  methos represented logically[8]. 

The OR fusion Method represented as. 

                              F=V|A 
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F-Fusion of final result 

V-video result 

A-Audio result 

 

Figure 1  Aggregation table 

IV.  SUPPORT VECTOR MACHINE 

SVM is basic ideas which comes from learning theory of 

statistics. SVM is use as linear learning module .Linear 

learning module require. SVM is the kernel level method 

which is used to create valid kernel functions.SVM is used in 

feature extraction process. To solving quadratic optimization 

problem and regression and classification is used for training 

SVM.SVM supports efficient and simple machine learning 

algorithm and it is mostly used for classification and pattern 

recognition problem[9]. 

 

A. Classification 

Feature vector is constructed using the above mentioned 

features which were fed to ML algorithms for recognition. 

MLP is used for gender recognition and Ad boost with C4.5 is 

used for emotion detection. In this paper we are using analysis 

techniques to detect mental and psychological problems [10]. 

  

V.  FEATURE EXTRACTION 

 

In this work, there are many common features is extracted 

such as speech and energy rate, spectrum features and pitch 

rate. For example Mel-Frequency cepstrum coefficients 

(MFCC). 

 

A. Pitch Related Frequency 

One of the features of pitch is speech emotion recognition. 

Fundamental frequency F0 is vibration of vocal. Pitch is also 

called as glottal-wave; it is information about emotions. The 

signal from the pitch is depend on vocal folds for tension and 

air pressure  depend on sub glottal and the variation in pitch 

value describe the various emotional statuses[11]. 

 

B. Mel-Frequency cepstrum coefficients 

MFCC is widely used feature extraction method for audio 

frequency, it has anti-noise and other good ability to extract 

voice singnals.MFCC has a good frequency resolution in the 

low frequencies and it is efficient to Noisy signals. It does not 

give the satisfactory results over high frequency coefficients 

[12]. 

 

 

C. Video Features 

Visual feature is calculated by using frames, each        frame 

the face feature are detected like eyes, nose, forehead is 

detected and analysis the movements of these feature from per 

frame. In this proposed work the drawbacks of previously 

researched work we diploid preprocessing and featured 

extraction of video features and audio frequency which work 

on multimodal technique [13]. 

 

 

 
 

Figure 2 Video Extraction 

 

D. Audio Features 

In psychological study the investigators found the four 

different feature of audio – MFCC, Fundamental Frequency 

(f0), Loudness and Intensity. The speech frequency is divided 

into number of frames. The size of frame is set to particular 

mile-second and the overlapping of frames is avoided for 

better result [14]. 

 

                     
Figure 3  Audio Extraction 
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1) Feature extraction: F0 is extracted for gender 

recognition and pitch, energy and speaking rate are 

extracted for emotion detection. Features were 

extracted from the voice signals. By correct features 

are extracted by using proper algorithm technique it 

will give proper result toward analysis of face 

detection. All features which are extracted are 

transfer into input data is called feature extraction. 

2) Pre-processing: Pre-processing has been done for   

removing the noise present in the collected samples. 

This includes pre-emphasis and windowing. Pre -

emphasis process removes the noise from the 

captured signal. Spectral subtraction method has been 

used to remove the noise. Further hamming window 

is used for windowing. [15]. 

 

E. Linear And Non-Linear Features 

 

Studies are mainly concerned with health parameters which 

mainly responsible for analysis depression and avoid many 

succeed cases which are increases these day. Audio features 

are performed analysis on related pattern of loudness and 

variation in audio frequency [15]. 

 

VI.  CONCLUSION 

   In this work we are trying to analyze the emotional condition 

of human being. Because in today’s fast world nobody is in 

fine or good mood every person is depress and had some 

mental illness because of many reasons. To help people and 

society this is the small contribution by this paper. This paper 

many describes about the video and audio features to get the 

emotion of human being. The main aim behind this to help 

psychiatrist and doctor’s who are working in this area of 

medical science. 
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