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Abstract—Text classification is the process in which text document is assigned to one or more predefined categories based on the contents of 

document. This paper focuses on experimentation of our implementation of three popular machine learning algorithms and their performance 

comparative evaluation on sample English Text document categorization. Three well known classifiers namely Naïve Bayes (NB), Centroid 

Based (CB) and K-Nearest Neighbor (KNN) were implemented and tested on same dataset R-52 chosen from Reuters-21578 corpus. For 

performance evaluation classical metrics like precision, recall and micro and macro F1-measures were used. For statistical comparison of the 

three classifiers Randomized Block Design method with T-test was applied. The experimental result exhibited that Centroid based classifier out 

performed with 97% Micro F1 measure. NB and KNN also produce satisfactory performance on the test dataset, with 91% Micro F1 measure 

and 89% Micro F1 measure respectively. 
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I.  INTRODUCTION  

This is an era of computer and Internet. In recent years 
numbers of users accessing computers are increased. Because 
of development in resources used for communication, data can 
be easily sent from one location to another. Thus online 
resources are increased. Therefore, today internet is the main 
source of information.  As a result, information stored on the 
web is increasing rapidly. This information may be in the form 
of text, numerals, images, graphs, audio and video. It is 
continuously growing in size and complexity. One can use this 
huge data effectively; if and only if it is properly managed and 
organized according to our need. As most of this above 
information (above 80%) is stored as text [1], there is a 
problem of proper organization and management of this huge 
textual information. Classification is helpful in this direction. 
Text classification is the process in which text document is 
assigned to one or more predefined categories based on the 
contents of document. In general, let D be a set of documents, 
dj be a document belongs to it and let {c1, c2, …, cn} is set of all 
classes (text categories), then text classification assign 
document dj to a single class or more than one classes. If a 
document is assigned to single class it is known as single class 
classification where as if it is assigned to more than one classes 
then it is known as multi class classification. Text classification 
has number of applications such as Email Classification 
[2],Topic Spotting on News Articles [3], Language 
identification[4] etc. In general, text classification plays an 
important role in information extraction and summarization, 
text retrieval and question-answering system. 

Two major approaches described for text categorization are 
Rule based and Machine learning based approaches [5]. In Rule 
based approach rules are defined manually and document is 
classified according to these rules. This approach is suitable 
when document set is small. As rules are defined by human 
experts this approach is very accurate. But it totally depends on 
rules defined by human experts. Also if the document domain 
coverage is large then defining rules can be very tedious job. 
Moreover human experts may require writing more rules if 
document set increases. In Machine learning based approach 
text classifier is built automatically from a set of predefined 
classes. That is for construction of classifier, there is no need of 
human expert. Thus this approach saves human efforts, time 
and till provides comparable accuracy which is achieved by 
domain experts. 

In machine learning generally two types of learning 
algorithms are found in the literature: supervised learning 
algorithms and unsupervised learning algorithms [6]. In this 
paper we have considered only supervised learning algorithms. 
Supervised learning means learning from examples.  As 
humans learn from past practices, a computer system uses data 
to learn, which denote some ―past practices‖ of an application 
area. Goal of supervised learning is to build a classification 
model on the basis of the data. The classes of new 
cases/instances can be predicted by using this model. In 
supervised learning, the data are labeled with pre-defined 
classes. In learning (training) phase the training data is used to 
learn a model. In testing phase, unseen test data is used to test 
the model and to measure the accuracy of model. If training 
examples are proper characteristic of the test data, good 
accuracy can be achieved on the test data. Many statistical and 
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machine learning techniques have been proposed for document 
classification such as Naïve Bayes [7], K Nearest Neighbor [8], 
Support Vector Machine (SVM) [9], Decision Tree (DT) [10], 
Neural Network (NN) [11] etc. 

In our study we have considered only supervised learning 
methods to learn our classifiers and estimate them on new test 
data set. Our study aims to compare three well known 
classification algorithms namely NB, KNN and Centroid 
Based. The performance of all three classifiers, on same data 
set is evaluated and compared by using same performance 
evaluation metrics. 

The rest of the paper is planned as follows: Section II 
summarizes Literature Survey; while section III gives 
Methodology and theoretical description of NB, KNN and 
Centroid Based text classification algorithms used in this paper. 
Section IV describes Experimental setup and trials followed by 
Result and Discussion in section V. Section VI gives 
conclusion. 

II. LITERATURE SURVEY 

Since our aim is to compare NB, Centroid Based and KNN 
algorithms for English text we have considered the Reuters 
Standard English Dataset. Many works are already done in the 
area of text classification for classifying English text [12], [13]. 
In [14] Taeho Jo addresses two problems (high dimensionality 
and sparse distribution) of representing document using 
numerical vectors. He proposed a new neural network for text 
categorization called NTC (Neural Text Categorizer) which 
uses string vectors for document representation rather than 
numerical vector. For evaluating traditional (SVM, NB, KNN, 
Back Propagation) and proposed approach he has used three 
collections Newspage.com, 20NewsGroups and Reuters 21578. 
Experimental result shows that NTC is comparable with best 
traditional approach back propagation in terms of classification 
accuracy and the learning speed. In his study he has shown that 
NTC is more practical than others. Susan Dumais, John Platt, 
David Heckerman in [15] have compared effectiveness of five 
different inductive learning algorithms for text categorization 
namely Find Similarity, Naïve Bayes, Decision Tree, Bayesian 
Networks and Linear SVM, in terms of training speed, 
classification speed and classification accuracy. They have also 
compared training set size and alternative document 
representation. They have used new version of Reuters-21578 
collection containing 75% of stories are for training purpose 
while remaining 25% are used for testing. For document 
representation they used tf*idf weighting for ―Find Similar 
classifier‖ and for other classifiers they used binary 
representation. Mutual Information is used for feature selection. 
Their experimental results have showed that Support Vector 
Machines are more accurate with 92% accuracy on 10 most 
frequent categories and 87% accuracy with 118 categories. 
SVM is very fast to train and fast to evaluate. While Find 
Similar were lowest accurate with 64.6% accuracy for top 10 
categories and 61.7% accuracy with all categories. But Find 
Similar is fastest learning method in all. In their experiment 
they showed that classification accuracy did not improve by 
using NLP derived phrases. Vidhya K. A, G. Aghila in [16] 
have proposed a hybrid text classification model based on 
Rough Set theory and Naïve Bayes Classifier. In their proposed 
model, for feature reduction Rough set theory is used and for 
classification of documents into the predefined categories 
Naïve Bayes theorem is used by means of the probabilistic 
values. The standard dataset Reuters-21578 and 20 
Newsgroups are used. Instead of the traditional ―bag of words 

approach, their model maintains a hierarchy of words. The 
proposed model improves the classification accuracy by 
overcoming the inaccuracy and ambiguity in data set. 
BaiRujiang and Liao Junhua in [17] have proposed a hybrid 
model RGSC-Rough Set and Genetic Algorithm for SVM 
classifier. They have used rough set theory to reduce the feature 
vector space and thus improve classification speed. To improve 
classification accuracy they present Genetic algorithm 
approach for feature selection and parameter optimization. 
They compared the proposed RGSC model with KNN and 
Decision Tree classifiers. For their experiment they used 
Reuters-21578 corpus. In their experiment for RGSC they got 
Average precision of 90.7%, Average Recall of 95.1% and 
Average F-measure of 92.5% which are greater than average 
precision, average recall and average F-measure of KNN and 
DT. Their experimental result showed that RGSC method is 
more effective than SVM and other traditional method. To 
improve the efficiency of basic EM method, Wen Han and 
Xiao Nan-feng in [18] have proposed an enhanced EM method, 
their approach is semi-supervised classification based on Naïve 
Bayesian. In their method they first reduce the feature space by 
applying DF*ICIF feature selection function and in subsequent 
iteration of EM method, using intermediate classifier unlabeled 
documents having maximum posterior category probability are 
transferred from unlabeled set to labeled collection. In 
enhanced EM numbers of iterations are less. Experimental 
results demonstrated that enhanced EM method obtains 
effective performance in terms of micro average accuracy and 
efficiency. 

III. THEORETICAL BACKGROUND OF CLASSIFIERS 

This section elaborates the important phases of Classification 

process, which by and large includes selection of classification 

method, text representation and dimensionality reduction and 

learning/training of classifier.  

A. Learning of Classifiers 

A Classifier is a model which classify new document based 
on the previous result of document classification. In this paper 
we have compared three supervised learning algorithms for 
document classification viz. Naïve Bayes, K-Nearest Neighbor 
and Centroid Based. 

All the three classifiers require some labeled examples to 
train the classifiers in training phase, while in testing phase, 
unseen data is used to test and evaluate the classifiers. There is 
no need to write formal rules to train the classifier rather 
general subject knowledge is sufficient.  Therefore it is easy to 
train the classifier and such inductive classifiers allow users to 
give category definition, which is important in some 
application. 

 

B. Text Representation and Dimensionality Reduction  

Since machine cannot understand the document in its raw 
form we have to represent it with some document 
representation model. For our case, we have used the popular 
vector space model. In our model we have used tf*idf 
weighting scheme for KNN and Centroid Based approach 
while tf is used for NB classifier. Here tf is term frequency and 
idf is inverse document frequency of a term t. Huge 
dimensionality is major issue for text classification. Hence we 
have to apply dimensionality reduction techniques. We have 
used stopword removal and stemming for dimensionality 
reduction. Stopword is a meaningless word like a, an, the; 
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whereas stemming is a process of removing suffixes and 
prefixes i.e. obtaining the root word (stem). As R-52 dataset 
used in our study is already stemmed and stopwords removed 
dataset. 

 

C. Selection of Classifiers 

1) Naïve Bayes: Naïve Bayesian is very fast and easy to 

implement so it is widely used in many practical systems. It is 

well known statistical method whose performance is relatively 

good for large datasets, so it is generally used in text 

classification problem [19],[20]. It is simple probabilistic 

classifier based on Bayes theorem. This classifier makes an 

independance assumption i.e. the values of the attributes are 

independent [21] given a class of instance this makes it 

suitable for large datasets.  
Let C = {c1, c2, …,cn} be set of predefined classes and 

d={w1,w2,…,wm} be a document vector. We have to find 
conditional probability P(ci|d) which is the probability of 
document d belong to category ci. The document d will be 
assigned to category ci which has maximum conditional 
probability p(ci|d) 

 

.   (1) 
The document is represented by words vector in vector 

space model. Therefore it is necessary to separately calculate 
the probability of all the words with remaining words and the 
resultant probability will get by multiplying them. 

  

 
 

The calculation can be simplified by strong assumption of 
NB algorithm that values of all the features are independent of 
each other in d when document d belongs to category ci then 

 


 

This assumption makes NB simple and fast algorithm and 

produce good result in most cases. In text classification we 

have to calculate p(wj|ci) of each word and p(ci) of each 

category. p(d) is constant for all the given categories. Therefore 

above equation becomes  

 


and assign the document d to the category with maximum 

posterior probability. 

2) K-Nearest Neighbor: It is a simple and widely used 

classifier [22],[23] for text classification. In training phase 

indexing is done and documents are represented in vector 

form. In testing phase, distance or similarity of each test 

document with each training document is calculated using 

distance measure like Euclidean Distance or similarity 

measure like Cosine Similarity. Then k-nearest neighbors (k=3 

in our case) of test document are determined using these 

distances or similarities. Category of the majority of its nearest 

neighbors is assigned to the test document.  In this paper, 

rather than using distances we have used Cosine similarity 

measure to find similarity which is calculated using following 

formula 

 


Where d1 and d2 are documents’ vectors. 

3) Centroid Based Classifier (CBC): CBC is simple but 

effective document classification algorithm. In CBC, we 

calculate the centroid vector also called as prototype vector for 

each set of documents belonging to same class. If training data 

has k classes then total k centroid vectors { ,..,  } where 

 is the centroid of each class i are calculated using following 

two methods 

a) Arithmetical Average Centroid (AAC): Most commonly 

used initialization method for centroid based 

classifier where centroid is the arithmetical 

average of all document vectors of class ci 

b) Cumuli Geometric Centroid (CGC):       

where each term will be given a summation 

weight. 

Centroid of each category can be used to classify test 

document. To classify the test document dt, we have to find 

similarity of document vector   with centroid vector  of 

each category { , .. , } using cosine  similarity finally  

assign documents  to the class having most similarity value. 

That is dt is assign to the class by using    

. The advantage of the CB 

classification algorithm is that it summarizes the 

characteristics of each class, in the form of concept vector. It’s 

use has been demonstrated  for text classification [24]. 

IV. EXPERIMENTAL SETUP AND TRIALS 

We have designed an experiment to test the performance of 
NB, KNN and CB classifiers. The Experimental Set up is as 
given below 

A. Experimental Environment: 

For our experiment, we have implemented all three above 
mentioned classifiers in Java (jdk1.6.0). The experimental trials 
were performed on Pentium V with 2GB RAM and results 
were evaluated programmatically. 

B. Data Set: 

We have used Reuters-21578 (R-52) standard dataset 
publically available on web link [25], in which stopword 
removal and stemming is already performed. Total 52 
categories are available for training and testing purpose with 
total 6532 training documents and total 2568 testing documents 
on 52 categories. Out of these, we have chosen 10 categories. 
Following table (TABLE I) summarizes categories and their 
distribution in the form of total number of documents. 
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TABLE I.  DISTRIBUTION OF TRAINING AND TESTING DOCUMENTS 

Category Total 

documents 

Training Testing 

Alum 50 31 19 

Coffee 112 90 22 

Cocoa 61 46 15 

Copper 44 31 13 

Cpi 71 54 17 

Gnp 73 58 15 

Gold 90 70 20 

Grain 51 41 10 

Jobs 49 37 12 

Reserves 49 37 12 

Total 650 467 155 

 

C. The Performance Measure: 

For quantifying result evaluation most commonly used 
performance measures like Recall, Precision and Micro and 
Macro F1 measure are used in our experiment. For text 
classification, Precision is the ratio of correct text documents to 
the total predicted text documents. Recall is the ratio of the 
correct text documents to the total text documents. It can be 
calculated as given below: 

 





Where Tp: True Positive   
Fp: False Positive 
Fn: False Negative  
 
F1 is calculated from precision and recall metrics. It is the 

harmonic mean of precision and recall and it is given by  
 

F1= (2 * Precision * Recall) / (Precision + Recall) 

 
F1-score can be computed on each individual category and 

then averaged over all categories; this is known as Macro 
averaging. This can be given in equation form as: 

 

 


Where A is total number of categories. Each category has 

equal weight in Macro-averaged F1-measure.  
F1-score calculated globally over all the test documents is 

called micro averaging. Each document has equal weight in 
Micro-averaged F1-measure. By taking the average of F1-
measure values for each category i Micro-averaged F1-measure 
is obtained 

 

 

V. RESULTS AND DISCUSSION 

Table II shows the performance of NB, CB and KNN 
classifiers for the above chosen 10 categories in terms of 
precision, recall and F1 measure metrics. Micro Average and 

Macro Average precision (P), Recall (R) and F1 measure (F1) 
are also depicted. 

TABLE II.  PERFORMANCE OF NB, CB AND KNN 

Category 
Naïve Bayes Centroid Based 

K-Nearest 

Neighbor 

P 

(%) 

R 

(%) 

F1 

(%) 

P 

(%) 

R 

(%) 

F1 

(%)  

P 

(%) 

R 

(%) 

F1 

(%) 

Alum 100 74 85 100 89 94 100 63 77 

Coffee 100 87 93 100 93 97 100 80 89 

Cocoa 92 100 96 100 100 100 92 100 96 

Copper 100 85 92 100 100 100 92 92 92 

Cpi 100 82 90 100 94 97 100 88 94 

Gnp 68 100 81 83 100 91 75 100 86 

Gold 91 100 95 100 100 100 100 95 97 

Grain 100 90 95 100 100 100 82 90 86 

Jobs 100 92 96 100 92 96 91 83 87 

Reserves 80 100 89 86 100 92 67 100 80 

Micro 
Average 91 91 91 97 97 97 89 89 89 

Macro 

Average 93 91 91 97 97 97 90 89 88 

 
The same can be represented graphically in Figure 1, Figure 2 
and Figure 3 below. 

Figure 1.  Performance of NB, CB and KNN in terms of Precision 

Figure 2.  Performance of NB, CB and KNN in terms of Recall 

Figure 3.  Performance of NB, CB and KNN in terms of F1Measure 
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In our experimental trials we have obtained Micro Average 
Precision of 91%, 97% and 89% for NB, CB and KNN 
respectively. While, Macro Average Precision of 93%, 97% 
and 90% was obtained for NB, CB and KNN respectively. The 
precision of each category for CB is higher than other two 
methods. This indicates that the CB method perform usually 
high precision. This is shown graphically in Figure 4. 

 

Figure 4.   Performance of NB, CB and KNN in terms of Micro and Macro 

Average Precision 

The Micro Average Recall of NB, CB and KNN are 91%, 
97% and 89% respectively. The Macro Average Recall of NB, 
CB and KNN are 91%, 97% and 89% respectively. The recall 
of each category for CB is higher than other two methods. This 
indicates that the CB method perform normally high recall, 
which is shown in Figure 5. 

Figure 5.  Performance of NB, CB and KNN in terms of Micro and Macro 

Average Recall 

The Micro Average F1 of NB, CB and KNN are 91%, 97% 
and 89% respectively. The Macro Average F1 of NB, CB and 
KNN are 91%, 97% and 88% respectively. The F1 of each 
category for CB is higher than other two methods. This 
indicates that the CB method outperform NB and KNN as 
shown in Figure 6. 

 

Figure 6.  Performance of NB, CB and KNN in terms of Micro and Macro 

Average F1 

A more accurate comparison of the different schemes can 
be obtained by looking at what extends the performance of a 
particular scheme is statistically different from that of another 

scheme. We have used Randomized Block Design method to 
compare the F1 measure obtained by different classifiers.  

A. Randomized Block Design [26]: 

In Randomized Block Design there is only one primary 
factor under consideration in the experiment. Similar test 
subjects are grouped into blocks. Each block is tested against 
all treatment levels of the primary factor at random order. This 
is intended to eliminate possible influence by other extraneous 
factor. 

In our example we considered classifiers as treatments and 
classes as blocks. ANOVA table for Randomized Block Design 
by using Table III is as given below:  

TABLE III.  ANOVA TABLE USING RANDOMIZED BLOCK DESIGN 

Source 

DF 

Sum of 

Square 

Mean sum 

of square F-Ratio 

Table 

value 

Treatment 2 356.6 178.3 16.59  3.55455715 

Block 9 530.7 58.97 5.49 2.45628115 

Error 18 193.4 10.74 -  

Total 29 1080.7 - -  

(DF- Degree of Freedom) 
H0: All classifiers do not differ significantly. 
H1: At least one of the values differs from others. 
α=0.05 

Test statistics    = 16.59462254 based on DF1=2, 

DF2=18  
Where MST – Mean sum of square of treatment 
    MSE- Mean sum of square of Error 
p-value :p(F>F0) <0.05 using table (Since (16.59462254 > 

3.554557) 
Since p-value < α=0.05 reject H0. 
We used T-test to determine where the differences are: 
Critical difference at 0.05 levels is 3.07976 

TABLE IV.  STATISTICAL COMPARISON OF DIFFERENT CLASSIFICATION 

ALGORITHMS USING T-TEST. THE VALUES GREATER THAN CRITICAL 

DIFFERENCE (3.07976) SHOWS THAT CLASSIFIERS IN ROWS ARE STATISTICALLY 

BETTER THAN THE CLASSIFIERS IN COLUMNS.  

 
 NB KNN 

CB 5.5 8.3 

NB  2.8 

 
From this result we can say that centroid based 

classification algorithm outperforms all remaining algorithms, 
with NB being second and KNN being the last. Treatment 
means difference between NB and KNN i.e. 2.8 in this case, 
which is less than critical difference 3.07976. Therefore they do 
not differ significantly.  

VI.  CONCLUSION:  

In this paper, we have reported our study on experimental 
evaluation of three well known classifiers NB, KNN and CB, 
with statistical significance test for English language text 
categorization on R-52 of Reuters-21578 already stemmed and 
stopword removed corpus. We have compared the performance 
of all the three classifiers. No feature selection was applied in 
the reported experimentation. The experimental result shows 
that all classification results on three classifiers are acceptable 
for sample English Language text. The performance of the 
Centroid Based classifier is best amongst all classifiers with 
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97% Micro Average F1 measure. Out of the three classifiers 
KNN has obtained lowest performance of 89% Micro Average 
F1 measure. Statistical comparison of different classification 
algorithms shows that Centroid Based algorithm significantly 
outperforms NB and KNN. Though the performance of CB is 
best, we have observed that the classification speed of NB is 
very fast among all three classifiers. We have also observed 
that KNN being lazy learning classifier, it is slowest among all. 
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