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Abstract-Service recommender systems have been shown as valuable tools for providing appropriate recommendations to users. The main 

objective is to identify a system that will classify the user reviews using effective methods and provide personalized recommendations to the 

users. The proposed architecture will present the different ratings and rankings of services to different users by considering diverse users' 

preferences, and therefore it will meet users' personalized requirements. The data classification can be achieved through analysing the user 

review as positive or negative using Naive Bayes classifier (NBC) in large-scale datasets and Jaccard Similarity and MinHash used to compute 

the similarity and provide the recommendation to user. 

 

Keywords: Big data, NoSQL, Polarity Classification, Parallel Processing, Recommender System. 

__________________________________________________*****_________________________________________________ 

 

I. INTRODUCTION 

In the recent trends, online Ecommerce is being getting 

popular among all the internet users and they are being 

attracted towards the new offers and discounts. This leads 

to the Ecommerce providers to improve their systems to 

provide right product listing based on the user interests. 

Recommendation systems plays vital role in the 

Ecommerce market by suggesting the uses to buy relevant 

products.[2] Until recently, users commonly asked for a 

recommendation from their own circle of known friends or 

family. However, recommendations demand a certain level 

of trustworthy knowledge and not everyone is eligible to 

provide a skilled recommendation.  These systems build 

with data mining and machine-learning algorithms that will 

be changing day by day based on the upcoming products 

and latest fashion trends. The ability to automatically 

mining useful information from massive data has been a 

common concern for organizations who own large datasets. 

This leads to the need for identifying scalable framework, 

which can works well on the dynamic environment.  The 

Map Reduce framework is commonly used to analyze large 

datasets that works well in distributing the data’s into 

multiple distinguishable splits and merging the results into 

commodity servers. [5][14]The framework provides a 

simple and powerful interface for programmers to solve 

large-scale problems using a cluster of commodity 

computers [6][7][18]. 

A common method to extract the valuable information is 

to identify the two corners (Both positive and negative) of 

the feedback from the message. This will be majorly used 

by the manufacturers to decide whether they can proceed 

with their product or not.  Naive Bayes used to for textual 

categorization and best to implement in the highly scalable 

environment [9] [17].  

In our previous paper, categorized the user preference as 

positive and negative using Naive Bayes classifier (NBC) 

in large-scale datasets. Shown that the suitable 

Recommender System to improve the results when the 

dataset size increases [18] [10] [14] [12]. 

In this paper we will be covering Jaccard similarity and 

MinHash Values measures and how it will improve the 

overall system performance. The details of implementing 

Jaccard similarity. 

II. BACKGROUND 

Recommender system provides appropriate 

recommendation to users when user uses online service on 

web. Traditional method is inefficient when processing or 

analyzing large volume of data. Existing recommender 

system considers user preference and it is recommended to 

the user using relational database and linear processing. In 

this system, the user preference is categorized as positive 

and negative for recommendations to user using NoSQL 

(Not Only SQL) database and parallel processing for 

recommender system. Machine learning technologies are 

used to classify the user preference because of their ability 

to learn from the training dataset to predict or support 

decision making with relatively high accuracy. The user 

preferences are various types such as unstructured, semi-

structured and it is complex to manage the relational 

databases so that NoSQL database is used to process this 

type of dataset. NoSQL database provide Non-relational 

and schema-less data model, Low latency and high 

performance, highly scalable used to manage the user 

preference for classification purpose as well as 

recommendation to user. As the preferences are categorized 
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it improves the accuracy of service recommender system 

using NoSQL databases and Parallel Processing [3]. 

MongoDB is an open source NoSQL document store 

database, commercially supported by 10gen. Although 

MongoDB is non-relational, it implements many features of 

relational databases, such as flexible data models, auto-

Sharding and load balancing, sorting, secondary indexing 

and range queries. MongoDB does not organize data in 

tables with columns and rows. Instead, data is stored in 

documents, each of which is an associative array of scalar 

values, lists, or nested associative arrays. MongoDB 

documents are serialized naturally as JavaScript Object 

Notation (JSON) objects, and are in fact stored internally 

using a binary encoding of JSON called BSON. To scale its 

performance on a cluster of servers, MongoDB uses a 

technique called sharing, which is the process of splitting 

the data evenly across the cluster to parallelize access [13]. 

 

III. PROPOSED METHOD 

A. DataFlow 

In the data flow is to describe the how data’s are flow 

from starting to at the end the process during this process 

there are three main process are there that is polarity 

classification, similarity computation and calculate rating 

such a things. Finally the recommendations are generated 

based on the rating [12] 

In our previous paper shown that through Naive Bayes 

classification on top of Hadoop framework a significant 

result have been achieved to add further more in the existing 

setup added Jaccard similarity with MinHash value measure 

in identifying the similarity computation. [18][1]. 

B. Jaccard Similarity and MinHash Values Measure 

The Jaccard similarity coefficient is a commonly used 

indicator of the similarity between two sets. For sets A and 

B it is defined to be the ratio of the number of elements of 

their intersection and the number of elements of their union: 

 
This value is 0 when the two sets are disjoint, 1 when 

they are equal, and strictly between 0 and 1 otherwise. Two 

sets are more similar (i.e. have relatively more members in 

common) when their Jaccard index is closer to 1. It is our 

goal to estimate J(A,B) quickly, without explicitly 

computing the intersection and union. 

Let h be a hash function that maps the members of A 

and B to distinct integers, and for any set S define hmin(S) to 

be the minimal member of S with respect to h that is, the 

member x of S with the minimum value of h(x). Now, if we 

apply hmin to both A and B, we will get the same value 

exactly when the element of the union A ∪ B with minimum 

hash value lies in the intersection A ∩ B. The probability of 

this being true is the ratio above, and therefore: 

Pr[hmin(A) = hmin(B)] = J(A,B) 

That is, the probability that hmin(A) = hmin(B) is true is 

equal to the similarity J(A,B), assuming randomly chosen 

sets A and B. In other words, if r is the random variable that 

is one when hmin(A) = hmin(B) and zero otherwise, then r is 

an unbiased estimator of J(A,B), r has too high a variance to 

be a useful estimator for the Jaccard similarity on its own it 

is always zero or one. The idea of the MinHash scheme is 

to reduce this variance by averaging together several 

variables constructed in the same way [18]. 

After the Preprocessing the dataset are applied for 

following sequence for parallel processing using MongoDB 

Map Reduce framework shown in Fig. 2. Similarity 

Computation this is perform two process Finding Users 

Similar to a Particular User and Finding Number of Movies 

that Belong to each Genre. Calculate Rating such as Finding 

Average Rating of Movies. Generate Recommendation such 

as Recommendation System Based on Jaccard Similarity. 

C. JS M using MHF on Map Reduce 

Defining the Problem: The map reduce version deals 

with each user individually instead of dealing with each 

movie. For that we produce hash values for each user, 

movie at the map stage and then using reduce function we 

find the minimum value for each hash function and set the 

outcome of the hash function for that user to the minimum 

value produced by map function. 

Now we find hash values of a particular user that we are 

interested to find similar people to. Find similarity measure 

of other users to the particular user we are interested. 

Algorithms: The method is used on finding minhash 

signatures for each user.  

The probability that the minhash function for a random 

permutation of rows produces the same value for two sets 

equals the Jaccard similarity of those sets. 

For each movie (m) we have: 

1. Compute h1(m), h2(m), ... , hn(m). 

2. For each user u do the following: 

a) If u has rated movie m below 2.5 do nothing. 

b) However, if u has rated movie m above 2.5, then for 

each i = 1,2,...,n set SIG(i,u) to the smaller of the 

current value of SIG(i,u) and hi(m). 

Choose first user u
0 

that has approximate Jaccard similarity 

measure equal to 1. This is an approximation and 

convergence depends on number of hash functions and the 

number of functions must be higher for reasonable results. 

Now we print movies of both users and find those movies 

that are rated high by u
0 
and suggest to u. 
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IV. RESULT AND DISCUSSION 

The result statistics include the computation time and the 

throughput of the system. Table I shows that the 

recommendation processing time for every movie dataset in 

our Hadoop NBC, MongoDB Jaccard Similarity program as 

decreases when the dataset size increases. A dataset of 2K 

reviews did not benefit from the parallelization of Hadoop 

because the input data is smaller than the size of one block 

in HDFS. Although three replicas are distributed in different 

nodes, there are at most three nodes in the Hadoop cluster 

that can access the input data locally. After the input data 

increasing to a certain size, the advantage of Hadoop starts 

to appear in that the processing time for the same amount of 

reviews is drastically reduced compare to the 2K case. 

TABLE I: Recommendation Processing Time with respect to movie dataset 

size 

Second/10k Recommendations Dataset Size(k) 

350.1 5 

38.20 30 

5.34 100 

5.13 200 

4.55 300 

4.23 400 

3.40 500 

 

 
Fig. 2: Recommendation Throughput of the System with respect to dataset 

size 

To observe the results in another dimension, Fig. 6 

shows the throughput of the system with respect to the size 

of dataset. The number of movie reviews that the system 

can processes in one second increases from 600 (100K 

case) to 1800 (500K case). 

Overall, our implementation of NBC and JSM using 

MHF is able to scale up to two million reviews sampled 

from the Amazon dataset and Movie Lens. The Throughput 

tends to stable when the dataset size increases. These results 

are based on the simple processing of review texts, Movie 

Lens dataset. Further filtering of the input data might be able 

to increase the throughput accuracy. 
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