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Abstract :- In the recent years, cloud computing has become popular among various fields like information technology and various business 

enterprises. The fundamental use of the cloud now a day is for storing information and sharing the resources. Cloud is another way to store the 

expensive measure of information. Cloud provides the storage space and offering to use this information to various clients. Additionally, it is a 

technique for pay according to we utilize. The two principle concerns in current cloud storage systems are providing the reliable data and storage 

cost. To ensure data reliability, current cloud systems uses multi-replica strategy (typically three replicas), which incurs a huge storage space, on the 

effect it leads to more storage cost for data-intensive applications in the cloud. To minimize the storage space, in this paper we proposed a cost 

effective data reliability mechanism called Proactive Replica Checking for Reliability (PRCR) by using a generalized data reliability model. PRCR 

guarantees the reliability with the reduced replication factor, which can likewise reduce the storage cost for replication based methodologies. 

Contrasting to the traditional three – replica strategy, PRCR can diminish the storage space utilization by one-third to two-thirds of the current 

storage space, thus fundamentally bringing down the storage cost. 
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I. INTRODUCTION 

In recent years, cloud computing has turned out to be 

prominent among various fields like information technology 

and different business ventures because the clients need to pay 

just as indicated by their utilization of storage. Cloud makes 

the utilization of cloud specialist organization which provides 

different services to their users according to their need. Cloud 

computing has turned out the popular in both scholarly 

community and industry. Because of the quick advance of 

innovation and large scale utilization of web has brought about 

the era of enormous measure of information and cloud storage 

is growing at dramatic speed. 

The data which are stored in the cloud ought to initially me the 

reliability criteria with high efficiency and cost effectiveness. 

High reliability is essential for the typical cloud systems. Be 

that as it may, accomplish the reliability with a sensible cost 

can be challenging one, particularly in large scale systems. 

The size of the cloud storages is growing at a dramatic speed. 

Under the analysis, the data storage in the cloud almost 

reached 1 ZB, while more data are stored or processed in their 

journey. Interim, with the development of the cloud computing 

paradigm, cloud-based applications have advanced their 

demand the cloud storage [1]. While the necessity of the data 

reliability should be met in the first place and the data in the 

cloud should be put away with higher cost-viability. 

Data reliability is the main concern in the cloud and it is 

defined as the likelihood of one data item available in the 

cloud system for a specific period. It is the critical issue in the 

cloud storage systems, which shows the capacity of keeping 

the data consistently and accessible fully by the client/user. 

Because of the quick growth in the cloud data, providing the 

data reliably has turned in to a challenging task. At present, 

data replication is a standard method for providing the data 

reliability. Nonetheless, the consumption of the storage space 

with the help of replication methodology brings about the 

immense cost, and it is trusted that cost would be passed on to 

the clients in the end as a result. 

In this paper, the authors present a new cost-effective data 

reliability management mechanism based on the proactive 

replica checking called PRCR for decreasing the storage space 

consumption, hence subsequently reducing the storage cost for 

data-intensive applications in the cloud systems. The main 

goal of PRCR algorithm is to decrease the number of replicas 

stored in the cloud while meeting the data reliability 

requirement. Contrasted with the traditional data reliability 

mechanisms in the cloud application, the PRCR algorithm 

contains the following features: 
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1. As the First level, the PRCR algorithm is guaranteed to 

provide the data reliability. 

2. PRCR is capable of providing data reliability 

management in a cost-effective manner. By applying 

PRCR, data reliability is guaranteed with at most two 

replicas stored in the cloud. 

 

By applying benchmarks from Amazon web services, we 

assess the efficiency of PRCR nodes and simulate the 

reliability management process utilizing PRCR with the data 

created by data-intensive storage applications. The outcomes 

are contrasted with the traditional three-replica mechanism. It 

is observed that the PRCR mechanism can reduce the storage 

space from 33% to 66% of the storage space than the existing 

methods used in the cloud, subsequently, it also decrease the 

storage cost also. 

 

The rest of the paper is organized as follows. The related 

works on data reliability, data replication and cost-effective 

data storage are addressed in Section II. The concepts 

proposed on the mechanism Proactive Replica Checking for 

Reliability (PRCR) and its high level design are presented in 

Section III. The working procedure of PRCR is described in 

Section IV. Results and Discussions are discussed in Section 

V. Finally, conclusions and future work are summarized in 

Section VI. 

II.  LITERATURE SURVEY 

There is a huge research is going on to reduce the replication 

factor and many works have already been done in the past. 

Some of the existing works are illustrated here. S. 

Ramabhadran et.al. [6]. have studied and assumed that the 

failure of each disk is constant in the exponential data 

reliability model.  For example, the existing studies analyze 

that the Markov chain model assumes that the failure rate of 

each disk in the cloud or any other storage system is the same. 

In reality, the constant disk failure rate cannot explain the 

overall phenomena.  It has been observed the mostly the 

failure rate of the hard disk drives follows a "bath tub" curve 

model as shown in figure 1. In the figure, it is shown that the 

failure rate is higher in the disk early life, and drops during 

some period, and remains constant for the remainder of the 

disk life span and increase again at the end of the disk's 

lifetime. 

 

Figure 1. Bathtub Curve for Disk Failure rate 

 

The disk failure probability does not follow an exponential 

distribution. By fixing this inconsistency IDEMA viz. 

International Disk Drive Equipment and Materials Association 

proposed a satisfactory presentation for disk failure rates that, 

the life span of each disk are divided into various life stages 

with various failure rates. [10]. In a nine-month investigation 

Google also gets the results inconsistent with this model. This 

paper concentrates the disk failure rates with IDEMA style 

[11], in which the lifespan of each disk is varied accordingly. 

Many efforts and research are performed for providing the 

data reliability as within the case of software aspect also. 

A.Gharaibeh, B.Balasubramanian[4] studied and analyzed that 

Data replication is considered as the dominant approach in the 

cloud storage system for providing the data reliability and 

recent works on the large-scale cloud storage systems 

followed the multi-replication strategy to ensure the data 

reliability. In the field of cloud computing, data replication has 

been the widely adopted technique in the commercial 

distributed storage systems. Amazon S3, Google File System 

(GFS) [11], HDFS are the typical examples that are following 

three replica strategy. 

Although the data replication strategy is used by many 

commercial cloud storage service providers, Amazon S3 

proposed Reduced Redundancy Storage (RRS) to address the 

data redundancy issue to decrease the storage consumption 

[10]. The problem with RRS is it sacrifices the data reliability. 

With the help of low level of reliability only provided.  An 

erasure coded storage system also presented and implemented 

by K.V Rashmi [3]. In the approach, the data is divided into 

various blocks and store them with additional erasure coding 

blocks. By using this kind of technique reliability is assured 

but there is a computation overhead in encoding and decoding 

the data. Hence, In the case of data intensive applications, 
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erasure coding methods are not the best solution compared 

with the replication-based mechanisms. 

 

III.  PROPOSED WORK 

The PRCR runs on the virtual machines (VM) in the cloud 

environment. This VM is responsible for running the user 

interface, PRCR node and to conduct the proactive replication 

checking separately.  The main responsibility of the user 

interface is to determine the minimum replication factor. It 

additionally makes the duplicate (replicas) if necessary and 

distributes the metadata of records. At whatever point the first 

replica of the file is created or uploaded in the cloud stage it 

finds the minimum number of replica depending on the 

storage duration that is either short period or long period of 

existence of the file in the cloud. With this principle, it makes 

the replication either one or two. If one replica is not sufficient 

for one particular file to store the data then the user interface 

calls the cloud to create the second replica to the 

corresponding file. When the second replication of that file is 

created, it also creates one metadata file and this will be 

distributed to the suitable PRCR node. The metadata has 

added up to six sorts of attributes such as file Identifier, time 

stamp, data reliability required, expected storage duration, 

checking interval and the address of the replica. The record of 

file ID and the replica address is automatically given when the 

first or second copy of the files are made. 

Proactive Replica Checking for Reliability (PRCR) 

The principle thought to use proactive replica checking is to 

propose a cost-effective data reliability management 

mechanism for cloud data storage.  The PRCR utilize the well-

known property of exponential distribution called the 

memory-less property. In PRCR the information in the cloud 

is organized into various types according to its expected 

storage time and reliability management. For those data items, 

which are required for short term storage are sufficient to 

maintain a single copy to provide the data reliability. For those 

data items, which are required for long term or regularly used, 

maintains three replica strategy for providing the reliability. 

Consider an example, there are 500 files each of 1 Mb size. 

Typically, with the conventional strategy we should need to 

maintain three replicas for each type, it requires totally 1500 

MB storage space (500 * 3 copies of each), results from a 

huge storage cost. As with two kinds of data types, assume 

there are 300 files among 500 are critical and 200 files are for 

the short term use. If we consider this scenario 300 * 3+ 200 * 

1 = 1100 MB of storage space required, which will save 400 

MB compared with the conventional three-replica strategy. 

The proactive replica checking is done at regular intervals to 

check the presence of the replicas. This task must be done 

before the reliability assurances drop below the reliability 

requirement. If any single replica is missed in the observation 

it should quickly recover under a strategy. For example, 

replica maintenance for distributed cloud storage system. If in 

some cases both the replicas may be lost, the probability of 

this situation is incorporated in the data reliability model in its 

earliest. PRCR ensures that the data loss rate is maximum of 

0.01 percent of the total data per year 

PRCR keeps running on the top virtual layer of the cloud and 

overseas data which are stored as the file in various data 

centers. Figure 2. Demonstrates the architecture of the 

Proactive Replica Checking for Reliability (PRCR). There are 

two noteworthy parts in the architecture are PRCR node and 

UI (User Interface) 

 
Figure 2: PRCR Architecture 

 

PRCR node: The main segment in the PRCR architectures is 

the PRCR node. The main responsibility of this node is the 

management of the replicas. As will be specified later, as per 

the number of files in the cloud, PRCR may contain at least 

one or more PRCR nodes and each one is independent 

together.  The PRCR node is made of two noteworthy 

components inside. One is data table and the second is replica 

management module. 

i . Data Table: It keeps track the metadata of all data that each 

PRCR node manages. For each file in the data storage, four 

metadata attributes are maintained in the data table. They are 

File Identifier (file ID), scan interval, a timestamp value (time 

stamp) address of the replica (replica address). File ID is used 

to uniquely identify the file. The scan interval is the time 

between the two replica checking of each file. Timestamp 

records the time whenever the replica checking is done on one 
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file. PRCR can decide the files that need to be checked 

depending on the scan interval and timestamp and based on 

the replica address all the replicas are found. Here each round 

of the scan is considered as a scan cycle. In each scan cycle, 

metadata is sequentially examined once. 

         ii. Replica Management Module: It is the control 

component of the PRCR node, which is responsible for 

managing the metadata in the data table and cooperating with 

the Cloud computing instance2 to process the checking tasks. 

In each scan cycle, the replica management module scans the 

metadata in the data table and determines whether the file 

needs to be checked. For files that need to be checked, the 

replica management module extracts their metadata from the 

data table and sends these metadata to the Cloud computing 

instances. After the Cloud computing instances have finished 

the checking tasks, the replica management module receives 

the returned results and conducts further actions accordingly. 

In particular, if any replica is not available, the replica 

management module sends a request for replication to the 

Cloud which creates a new replica of the data and updates the 

data table accordingly. 

 

User interface: It is a very important component of PRCR, 

which is responsible for justifying reliability management 

requests and distributing accepted requests to different PRCR 

nodes. A reliability management request is a request for PRCR 

to manage the file. In the request, the metadata of the file is 

required. Despite the four types of metadata attributes in the 

data table, a metadata attribute which is called the expected 

storage duration is needed. It is an optional metadata attribute 

of the file, which indicates the storage duration that the user 

expects. According to the expected storage duration, the user 

interface is able to justify whether the file needs to be 

managed by PRCR or not. In particular, if such management is 

unnecessary, the reliability management request is declined 

and the file is stored with only one replica in the Cloud. 

 

IV.  WORKING PROCEDURE OF PRCR 

 

We illustrate the working process of PRCR in the Cloud by 

following the life cycle of a file. 

1. When the original file of the replica is created, the actual 

process begins at this time. Based on the issues such as 

disk failure rate, storage space, data reliability, the user 

interface will determine to store the file with one copy or 

two copies (replicas). 

2. According to the calculation in the user interface, if one 

replica cannot satisfy the data reliability and storage 

duration requirements of the file, the user interface creates 

a second replica by calling Cloud services and calculates 

the checking interval(s) of the file. Its metadata is then 

distributed to the appropriate PRCR node (2). If one replica 

is sufficient, only the original replica is stored and the 

metadata of the file is not created (9). 

3. The attributes related to metadata are stored in the data 

table of the PRCR node. 

4. Metadata is scanned periodically according to the scan 

cycle of the PRCR node. According to file's time stamp 

and the current checking interval, PRCR determines 

whether proactive replica checking is needed.  

5. If proactive replica checking is needed, the replica 

management module obtains the metadata of the file from 

the data table. 

6. The replica management module assigns the proactive 

replica checking task to one of the Cloud virtual machines 

for proactive replica checking. The Cloud virtual machine 

executes the task, in which both replicas of the file are 

checked. 

7. The Cloud virtual machine conducts further action 

according to the result of the proactive replica checking 

task: if both replicas are alive or lost, go to step 8; if only 

one replica is lost, the virtual machine calls the Cloud 

services to generate a new replica based on the replica that 

is alive. 

8. The Cloud virtual machine returns the result of the 

proactive replica checking task, while in the data table, the 

time stamp and checking interval(s) are updated. 

Specifically, step (1) if both replicas are not lost, the next 

checking interval is put forward as the current checking 

interval; and step(2) if a replica is lost and recovered on a 

new disk, the new replica address is stored and all the 

checking interval(s) are recalculated. Otherwise, further 

steps could be conducted, for example, a data loss alert 

could be issued. 

9. Steps 4 to 8 form a continuous loop until the expected 

storage duration is reached or the file is deleted. If the 

expected storage duration is reached, either the storage user 

could renew the PRCR service or PRCR could delete the 

metadata of the file and stop the proactive replica checking 

process. 

 

V. RESULTS & DISCUSSION 

 

The work is summarized in three steps. As a first step, the 

registration process of the user will be done with the 

credentials. Secondly. If the user is authenticated, the User 

Interface will be able to create a file. The files which are 

critical will be replicated as two times and the address of the 
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replica will be noted, the other files can be replicated only 

once. The PRCR node is able to monitor the number of 

replicas as well as when there is a request from the user from 

the user interface for the additional replicas it will be 

considered and a replica is created and at the same time the 

metadata created and stored in the corresponding file. Thirdly, 

the generalized reliability model implemented for providing 

the reliability. The implementation divided into three modules. 

One is user interface design, second Proactive replica 

checking and finally storage prediction is implemented and the 

snapshots of a user interface and the categorization of relevant 

and irrelevant data shown in Figure 3 and Figure 4.  

 

 
Figure 3: User Interface for taking Input credentials. 

 

 
Figure 4: Categories of data to replicate file 

 

 

 

VI. CONCLUSIONS AND FUTURE WORK 

In this paper, we presented mainly three contributions. First, a 

generalized data reliability with multiple replicas is proposed. 

We have implemented the Proactive Replica Checking for 

Reliability mechanism by considering the reliability 

management as a first requirement. Based on that demand, the 

replication copies will take place according to the request from 

the user interface, i.e. whether for a specific data file, either 

one replica or two replicas are stored. The results show that 

this method works well and give the better results compared to 

the existing methods. It reduces the storage space, in turn, 

reduce the storage cost which is essential for the current cloud 

storage applications. The performance considerations will be 

considered as our future work. 
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