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Abstract:This study presents a case of statistical modelling, by applying GIS and geocomputational techniques, to predict areas that are 

susceptible to future rain-induced shallow landslides. The statistical prediction model is based on the observed relationships between the spatial 

distribution of past landslideevents and environmental (causal) factors that are associated with such phenomena. The study also evaluates the 

predictive performance of a nonlinear regression model, namely the Generalized Additive Model(GAM),applied for the analysis. The study area 

comprises a residual hill of ≈ 6 Km2 area situated in the heart of Guwahati (capital city of Assam in NE India). We exploited the geoprocessing 

functions of SAGA GIS to derive nine different terrain attributesfrom a digital elevation model (DEM) processed by synthetic aperture radar 

interferometry (InSAR). The terrain attributes along with land use classes, in raster grid format, constitute the predictor variables. An inventory 

of the locations of eighty-two past occurrences of shallow landslide events constitutes the response. We performed the modelling and statistical 

geocomputation entirely in the open-source R language and software environment. The procedure comprises the following three steps: (1) 

Collinearityanalysis to discard redundant predictors. (2) 100-fold bootstrap resampling to fit the GAM by a random selection of 2/3 of the 

landslide pixels ("training" subset) and validate the GAM by the remaining 1/3 ("test" subset). (3) Estimate model accuracy (true error rates) by 

a repeated 100-fold 'hold-out validation' method and evaluate the predictive performance of the model by the Area under the ROC curve 

(AUROC) computed for 100 independently trained models. The mean and standard deviation of accuracy on training sets are 0.80 and 0.01, and 

that on test sets are 0.79 and 0.02 respectively. The AUROC corresponding to the meanof landslide probabilities is 0.87, and that of the 95% 

Confidence Intervals (CI) is between 0.86 and 0.88. Thevalues of these quality measures indicate that a data-driven model, such as the GAM, is 

efficient regarding its predictive performance, to highlight the unstable areas in the study area. We subsequently used the mean values of the 

landslide probability (susceptibility) estimates corresponding to each mapping unit (grid cell) to construct the landslide susceptibility map, which 

can be used for land use planning and hazard mitigation. 

Keywords:Generalized Additive Models, Landslide Susceptibility, True Error Rates, ROC curve, Guwahati 
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I. INTRODUCTION 

Rain-induced shallow landslides pose a common natural 

hazard in many parts of the world. This kind of phenomena 

is also prevalent in Guwahati, the capital city of the state of 

Assam in India‘s North East Region. The landscape features 

some residual hills (nineteen) scattered in and around the 

city. Every year during the monsoon season, the media is 

replete with tales of landslides, of huge chunks of earth 

hurtling down, of people getting buried and frantic rescue 

operations to save lives and property.  However, illegal 

occupation of land in the hills continues still unabated. 

Shallow landslides are slope failures of soil cover, a few 

meters thick, called regolith which rests above bedrock. In 

Guwahati, these are, more often, triggered by intense than 

prolonged rainfall. Although they thrust relatively small 

volumes of soil, they produce a high impact resulting in 

significant damages to infrastructure and sometimes, 

fatalities.  

Managing hazards associated with shallow landslides, at 

first, requires an understanding of where such landslides 

may occur.The spatial prediction of this occurrence event 

(i.e. ―where‖ it is likely to happen) has been an interesting 

subject of research throughout the last three decades and is 

termed as landslide susceptibility (LS) assessment. 

However, the frequency or temporal probability of the future 

landslides (i.e. ―when‖ it is likely to occur) is not assessed 

within the susceptibility component of landslide risk 
[1]

. LS 

studies result in maps which classify the terrain into zones of 

relative probability estimates of failure. These maps are 

required in establishing standards for land-use planning and 

hazard mitigation. Previous studies on LS conducted in 

Guwahati 
[2] – [6]

 were able to produce maps only on a 

regional scale of 1:50,000. In practice, only limited detail 

can be shown on such small scale maps. Producing large-

scale susceptibility maps requires several types of input data 

viz. topography, regolith thickness, mechanical and 

http://www.ijritcc.org/


International Journal on Recent and Innovation Trends in Computing and Communication                           ISSN: 2321-8169 
Volume: 5 Issue: 5                                            1306 – 1319 

_______________________________________________________________________________________________ 

1307 
IJRITCC | May 2017, Available @ http://www.ijritcc.org 
_______________________________________________________________________________________ 

hydraulic parameters of soil, pore-water pressures and other 

time-variant environmental information of sufficient spatial 

resolution which are difficult to acquire on limited budgets. 

Hence, we considered that a landslide susceptibility map at a 

local scale of 1:10,000 would be an effective compromise 

between the cost involvement and requirement for land use 

planning and disaster preparedness in hillslopes within 

Guwahati. We should note that the production of most 

regulatory landslide hazard and risk maps in Europe is on a 

scale of 1:10,000 
[7]

. 

Currently, there is a huge array of quantitative LS 

modelling techniques – empirical (statistical), deterministic 

(process-based), and now machine learning, available for the 

spatial prediction of rain-induced shallow landslides 
[8 and 

references therein]
. Statistical techniques are data-driven and are 

applied particularly to areas where sufficient geotechnical 

data are not available for deterministic assessment of LS. 

These are quantitative and objective methods based on a 

statistical estimation of the possible future locations of 

landslides according to the underlying principle that 

landslides are more likely to occur under similar terrain and 

environmental conditions of the past 
[9]

. The spatial 

distribution is predicted by the identification of the 

relationships between independent predisposing factors 

(―predictors‖), such as terrain attributes and hydrological 

indices, and a dependent variable (―response‖), represented 

by an inventory of past landslide locations. The susceptibility 

model output is a prediction surface or map that spatially 

represents the distribution of predicted values, usually as 

probabilities distributed across grid cells. 

More than a dozen classes of statistical models exist in 

the literature, but there is no best model or technique 
[8], [10], 

[11], [12]
. Various criteria such as model accuracy, error rates 

estimated from cross-validation, robustness to sampling 

variation, and adequacy to describe landslide processes, exist 

for model selection in the context of landslide susceptibility 
[13], [14]

. Recently, a research study was conducted in the 

province of Lower Austria to test a set of six statistical and 

machine learning modelling techniques 
[8]

. Research outputs 

indicated that the most interpretable (i.e. interpretable results 

that can shed light on landslide conditioning factors) and 

visually appealing (i.e. had a smooth prediction surface) 

technique is the Generalized Additive Model (GAM). The 

primary objective of this study is to evaluate the performance 

of the GAM in predicting the locations of shallow landslides 

on residual hillslopes, in a tropical climate setting, using 

terrain attributes and land use as predictors. The 

implementation of a statistical model for susceptibility 

mapping requires a map of past landslide locations 

(inventory) as the necessary input. However, workforce 

constraints permitted us to create a landslide inventory map 

of only one of the hills, called the Narakasur Hill, which is 

considered as the study area for this work (Fig. 1). We 

assume that the results and procedure could be directly 

transferable to the other hills within the city. 

 

Figure 1: Location map of the Narakasur Hill with the spatial distribution of shallow landslides 
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II. STUDY AREA 

A. Geology 

Guwahati city is situated between 26º 05ʹ – 26º 10ʹ N and 

91º 30ʹ – 91º 50ʹ E, with an aerial extent of ≈ 217 Km
2
 under 

Guwahati Municipal Corporation (GMC), spread across 

both banks of the river, Brahmaputra. There are nineteen 

residual hills within the GMC limits, which are moderately 

high with a general E-W trend. These hills are the erosional 

remnants of the Precambrian Basement Gneissic Complex 

(BGC) of the Meghalaya Plateau, which is the NE extension 

of the Indian Peninsular Shield. The dominant bedrock 

within these hills is Quartzo Feldspathic Gneiss (QFG)
[15]

. 

Several Neoproterozoic granitoids, featuring porphyritic 

texture, have intruded the BGC at various locations. A few 

hills within the Guwahati landscape also bear patches of 

these granitoids exposed as tors, boulders and corestones on 

hilltops and slopes 
[16]

. Among these, the Narakasur Hill 

(Fig. 1) is one which bears the intrusive signature of grey 

porphyritic granite (PG) within the QFG basement rocks. 

The areal extent of the hill is ≈ 6 Km
2
 and is easily 

accessible as it lies in the heart of Guwahati city. 

B. Climate 

The Narakasur Hill is characterised by the highest altitude of 

260 m above m.s.l. and slopes ranging 10° – 20°, although 

slopes with a steep gradient are widespread. Hillslopes are 

characterised equally by convex and concave curvatures. 

The climate is humid subtropical with 1,717.7 mm average 

yearly rainfall and 128 average rainy days per year (Source: 

World Meteorological Organization). The SW monsoons 

begin in Assam from the middle of June. Most of the 

monsoon rains fall between June and September with peaks 

in June and July. Thunderstorms known as Bordoicila are 

common in the season. During monsoon storms, cumulated 

daily rainfall can exceed 100 mm, with extreme events of 

+200 mm in 24 hours. 

C. Land use 

We mapped the distribution of the different land use classes 

in the Narakasur Hill by GPS survey aided by high 

resolution satellite images (QuickBird). These images have a 

spatial resolution of ≈ 2 m. The land use classes over the 

study area are: (1) Barren Land (2) Forest Land (3) Forest 

Land with sparse settlement (4) Open Field (5) Shrubs (6) 

Urban Settlement (7) Vegetated Area with settlement and (8) 

Water Body (Pond). The land use distribution (Fig. 2) shows 

that urban and built-up areas (forest and vegetated areas 

with settlements) cover more than 74.1% of the study area. 

Built-up areas increase to the detriment of forests, shrubs, 

and open fields. 

 

Figure 2: Distribution of Land use classes within the study area 
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D. Landslide Features 

We were able to identify a total of 82 scars of past 

occurrences of shallow landslides in the Narakasur Hill 

during field surveys carried out in the years 2011-2014 (Fig. 

1). As per the classification of Cruden and Varnes 
[17]

, we 

observed three types of failures: (1) incipient translational 

slides, where the displaced mass has limited movement 

(Fig.3a); (2) translational soil slides, where the mass has 

moved exposing the failure surface (Fig.3b & Fig.3c); and 

(3) roto-translational slides, adjacent to road-cuts (Fig. 3d). 

Among the three, type (2) failures are predominant. A 

shallow depth (1.0 – 1.5 m) below the ground surface of the 

sliding surface is a characteristic of these failures. Landslide 

bodies have lengths typically lower than 10 m, and volumes 

lower than 100 m
3
. Most of these have occurred on 

hillslopes with a gradient of 30° – 45°. 

 

Figure 3: Photos of landslides within the study area: (a) Incipient Translational Slide; (b) Translational Soil Slide; (c) 

Translational Soil Slide; (d) Roto-translational Slide, which caused the destruction of a road 

http://www.ijritcc.org/


International Journal on Recent and Innovation Trends in Computing and Communication                           ISSN: 2321-8169 
Volume: 5 Issue: 5                                            1306 – 1319 

_______________________________________________________________________________________________ 

1310 
IJRITCC | May 2017, Available @ http://www.ijritcc.org 
_______________________________________________________________________________________ 

III. MATERIALS AND METHODS 

A. Selecting the correct mapping unit 

Evaluation of LS requires the preliminary selection of a 

suitable mapping unit. The term refers to a portion of the 

land surface containing a set of ground conditions which 

differ from the adjacent units across definable boundaries. 

At the scale of the analysis, a mapping unit represents a 

domain that maximizes internal homogeneity and 

heterogeneity between units. Various methods have been 

proposed to partition the landscape for distinct, clearly 

definable mapping units. The units fall into one of the 

following five types: (i) grid cells (ii) terrain units (iii) 

unique condition units (iv) slope units and (v) topographic 

units. Among the different types, the most frequently and 

widely used in statistical LS modelling are grid cells (pixels) 

and slope units. A grid cell mapping unit should correspond 

to a cell size that matches the contributing area of the most 

typical landslides in the study area. The final percentage of 

landslide cells in the study area should accurately reflect the 

actual portion of the study area covered by landslides. We 

have chosen the cell size from bothreference to the 

cartographic scale and the size of the smallest landslides in 

the study area.  Hengl 
[18]

 suggests that the cell size should 

be the equivalent of 0.0005 × the scale number. 

Accordingly, mapping at 1:10,000 scale leads us to work 

with a 5 m × 5 m cell size. 

B. Data Preparation 

Susceptibility Assessment and mapping of rain-induced 

shallow landslides are commonly carried out in a GIS. In 

this type of analysis, the digital elevation model (DEM) 

representing the topography of the study area forms the key 

raster dataset as input. Terrain attributes, derived from a 

DEM, function as surrogates for surface processes and 

geophysical site conditions to simplify complex, meaningful 

geomorphological relationships 
[11], [19, [20]

. We created a 

DEM (Fig. 1) with a cell size of 5 m × 5 m by 

interferometric processing of Synthetic Aperture Radar 

(SAR) data from the German TanDEM-Xsatellite mission. 

Thereafter, we derived nine different morphometric terrain 

attributes viz. slope angle, slope aspect, plan curvature, 

profile curvature, catchment area, catchment slope, 

topographic wetness index
[21]

, topographic position index
[22], 

[23]
, and terrain ruggedness index

[24]
, from the DEM for 

using them as predictors in this study. We exploited the 

geoprocessing functions of SAGA GIS 
[25]

, for extracting the 

grids of these terrain attributes. These parameters, in the 

context of hillslope geomorphological processes, are defined 
[26], [20]

. 

C. Predictors 

Slope angle, slope aspect, plan curvature, and profile 

curvatureare calculated based on local polynomial 

approximations, according to 
[27]

. The slope angle is one of 

the most important factors, as it strongly controls the shear 

forces acting on hillslopes and the water distribution 
[28]

. 

Slope aspect can play a fundamental role in landslide 

susceptibility, as it may have an influence on the response of 

the terrain to different amounts of rainfall and solar 

radiation, as expressed by local temperature and 

evaporation, and eventually through soil moisture content 

and vegetation growth 
[29]

. The slope aspect was transformed 

into a categorical variable, to avoid the misclassification of 

flat areas as "No Data" areas. The plan curvature and profile 

curvature represent the topographic influence of local 

morphology on slope hydrology and soil erosion and 

deposition. In particular, plan curvature is the curvature of 

the surface perpendicular to the direction of the maximum 

slope which controls the convergence and divergence of 

topography and the sub-surface water flow. Profile 

curvature is the curvature of the surface parallel to the 

direction of the maximum slope, which characterizes the 

near-surface acceleration or deceleration of flow down a 

slope, influencing the potential erosion or deposition rate 

and, consequently, the soil depth 
[11]

. The catchment area 

and catchment slope are derived using the multiple-flow-

directionalgorithm
[30]

.  We transformed the catchment area 

to its natural logarithm for reducing skewness 
[31]

 and used it 

as a proxy for soil moisture and soil depth. The catchment 

slope is another important factor that influences the intensity 

of the destabilizing forces upslope 
[31]

. The Topographic 

Wetness Index (TWI) highlights the tendency of water to 

accumulate at points in the drainage basin and the trend of 

the water to move along a slope by the action of the 

gravitational forces. The index can be correlated to the soil 

moisture content and the groundwater conditions 
[32]

. The 

Topographic Position Index (TPI) provides a simple proxy 

to study the effects of the location of objects, such as 

landslides, on a landscape. In the case of landslides, it 

relates slope elevation to their location. It is calculated by 

comparing the elevation of a cell to the mean elevation of 

the surrounding cells in a circular buffer of around 1000 m 

radii 
[22], [23]

. The Terrain Ruggedness Index (TRI), 

calculated as the sum of the change in altitude between a 

cell of the grid and its eight neighbouring cells 
[24]

, is used to 

quantify the landscape heterogeneities, which could have 

effects on the locations of shallow landslide triggering areas. 

We inserted land use (Fig. 2) as a predictor variable in the 

GAM to consider the role of vegetation and anthropogenic 

activities on shallow landslides susceptibility 
[29]

. We 

observed the occurrences of shallow landslides to be 

uniformly distributed in soils derived from both bedrock 
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materials (PG and QFG). Hence, it was difficult to identify 

any significant relation between lithological features and the 

occurrence of shallow landslides in the study area. These 

reasons dictated our decision to exclude bedrock geology 

from the list of predictor variables.  

D. Response 

We conducted field surveys during the period 2011-2014 for 

mapping shallow landslide occurrences in the Narakasur 

Hill. We mapped a total of eighty-two landslide source 

areas, at a scale of 1:10,000, by walking a handheld GPS 

receiver along each landslide perimeter. For this operation, 

the GPS captured geographical coordinates every meter. No 

correction was applied to the GPS signal, and the expected 

planimetric error for the individual GPS measurements was 

±5 m or less. The GPS data was later imported into a 

Geographical Information Software (GIS) and converted 

into shapefiles, as polygon features. The locations of the 

eighty-two landslides which serve as the response variable 

are shown in Fig.1. However, there are no records available 

on the triggering dates of these failures. We rasterized each 

landslide source area according to the size of a mapping unit 

(5m × 5 m). We followed this approach because of the 

limited coverage area of the landslides (generally less than 

500 m
2
) and due to the lack of field evidence for a distinct 

boundary between the landslide scarp and landslide 

accumulation zone. This is probably because of the 

superficial weathering of the landslide bodies. 

E. Statistical Modelling 

A statistical model for the spatial prediction of landslides is 

built on the assumption that the factors which caused slope-

failure in a region are the same as those which will generate 

landslides in the future. The model is based on the concept 

of a ―statistical sample‖, which is a subset of the population 

(which is usually unobservable), whose properties are 

―close‖ to those of the whole population. This means that 

the events observed during a fixed period do not represent 

the entire population of landslides but rather a sample of this 

population. Moreover, the explanatory variables related to 

geomorphometric and geo-environmental features 

influencing the spatial distribution of landslides (referred to 

as ―susceptibility‖) are often latent (unobservable or not 

exactly measurable). Finally, the distribution of landslides, 

while related to the susceptibility, is partially dependent on 

random factors. Thus, the probability distribution of 

landslides, in terms of the general linear model, assumes the 

form
[33]

: 

𝑃 𝑦 = 1 =  𝛽 𝑧 + 𝜀𝑘 + 𝜀

=   λ𝑘  

𝑛

𝑘=1

 𝑥𝑘 

+ 𝜀                                                                                                               [1] 

where 𝑃 𝑦 = 1  is the probability of occurrence of an event 

(landslide); 𝛽 𝑧  is the parameter relating z and the 

observed probability;zis the latent variable (susceptibility); 

λ𝑘  is the vector of weights; ε is the random error of the 

general linear model; and 𝜀𝑘  is the random error between the 

latent variable and the observable predictors. Neither z nor β 

are observable or exactly measurable, so we rely on k 

observable variables 𝑥𝑘  (geology, topography, land use and 

others) to approximate z. 

What is important in the above model is that we can have 

n possible different future outcomes of landslide 

distribution. This may seem an odd assumption, but we can 

consider that in a study area we may have some sectors in 

which the value of z is equivalent; thus, the fact that a 

landslide occurs in one equally susceptible zone and not in 

all of them is largely due to the stochastic term ε. Of course, 

ε may be physically determined, but we have to still 

consider it as stochastic because we cannot model its 

behaviour in a deterministic way. The above formulation 

introduces the concept of uncertainty in statistical LS 

models, which means that we can associate prediction 

errors and the confidence interval (CI) with our model 

outcomes. 

Geomorphic processes involved in causing landslides 

can be considered to have nonlinearities. Phillips
 [34]

opines 

that nonlinearity can occur in geomorphic systems that 

progress towards a critical point where, upon reaching, a 

system changes behaviour. In the case of hillslopes, this can 

be observed when it becomes unstable after a threshold 

point as a consequence of changing hydrological conditions. 

In such cases, application of a linear model for prediction 

would seem inappropriate and calls for a modification. The 

Generalized Additive Model (GAM) 
[35]

 is designed to 

replace the linear function of each covariate in the 

Generalized Linear Model (GLM) 
[36]

 with an empirically 

fitted smooth function to find the appropriate functional 

form for the data 
[35]

. The GAM is a semi-parametric 

extension of the GLM or Logistic Regression (in case of a 

binary response). The GAM has been applied in the 

modelling of ecology
 [37]

, public health 
[38]

 and also in 

landslide susceptibility (LS) 
[11], [31], [39], [40], [41], [42]

, very 

recently.The GAM uses a link function to establish the 

relationship between the mean of the response variable and 

the sum of a set of smooth functions of predictor variables, 

as shown in the Eq. [2] below 
[41]

: 
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𝑔 µ =  𝑓𝑖 𝑥𝑖 
𝑛
𝑖=1     

      

 [2] 

where µ = expected value (mean) of the response variable; 

g(µ) is the link function, and the fi (xi) are smooth functions 

(typically, splines). Thus, the GAM allows a combination of 

linear and nonlinear smoothing functions in an additive 

manner to define the relationship between predictors and 

response. In the case of the logistic additive model for 

binary response variables, the response is modelled using 

the logit of the occurrence probability, p(x), conditional on 

predictor variables x = (x1,. . . , xm)
T[35]

: 

logit 𝑥 =

log  
𝑝 𝑥 

1−𝑝 𝑥 
 = 𝛽0 + 𝛽1𝑓1(𝑥1)+. . +𝛽𝑚𝑓𝑚(𝑥𝑚 ) 

     [3]  

where  
𝑝 𝑥 

1−𝑝 𝑥 
  is referred to as the odds. Odds are defined 

as the ratio of the probability of success to the probability of 

failure and range between zero and infinity.  

The functions, 𝑓𝑖 in Eq. [2] are non-parametric 

smoothers. A smoother is a tool for summarising the trend 

of a response variable, y, as a function of a set of predictor 

variables, 𝑥1,𝑥2, x2 ….𝑥𝑝 . It gives an estimate of the trend 

that is more predictable than y itself. We call the estimate, a 

smooth. Smoother is very useful; first, it helps to pick out 

the trend from the plot and secondly, it estimates the 

dependence of the mean of y on the predictors. It is non-

parametric in nature and is flexible in the case of the 

dependence of y on the predictors. It allows an 

‗approximation‘ with a sum of functions. 

The GAM is built using a stepwise variable selection 

using the Akaike Information Criterion (AIC) 
[43]

. Each 

variable, starting from the null model, can be entered as 

linear (untransformed), nonlinear (transformed by 

smoothing splines of two equivalent degrees of freedom), or 

not included, using the AIC to choose the best model 
[40]

. 

For instance, it may linearly integrate some predictors, while 

integrating the other ones by complex, smooth functions 

representing complex relations between the variables, and 

providing high flexibility 
[41]

. The AIC is a measure of 

goodness-of-fit that penalises for model complexity to obtain 

a ―parsimonious model‖ 
[44]

. Smaller models help to keep 

the estimated coefficient standard errors low and prevent the 

model from overfitting, which occurs when the number of 

predictor variables in the model is larger than the number of 

samples of the response variable 
[45]

. Overfitting refers to a 

model that performs well on the training dataset but poorly 

on the test dataset 
[45]

.  

We applied the GAM through the open source R 

software (version 3.3.0), a free software environment for 

statistical computing
[46]

, with the contributed packages 

‗gam‘ (version 1.14)
[47]

, ‗boot‘ (version 1.3-18)
[48], [49]

, 

‗perturb‘ (version 2.05) 
[50]

, and ‗ROCR‘ (version 1.0-7) 
[51]

. 

The procedure comprises the following three steps: (i) 

Collinearity analysis to discard redundant predictors (ii) 

Selection of the most significant predictorsby a 100-fold 

bootstrap resampling procedure to fit the GAM (―training‖) 

by a random selection of 2/3 of the landslide dataset and 

―testing‖ (validation) with the remaining 1/3 (iii) Estimate 

model accuracy (true error rate) by a ‗repeated hold-out‘ 

method and evaluatepredictive performance by ROC 

analysis of 100 independently trained models. The three-step 

procedure is followed by subsequentextraction of the 

shallow landslide susceptibility map. A flow chart of the 

incorporated methodology is presented in Fig. 4. 

 

Figure 4:  Flow chart representing the methodology and 

measures applied for quality assessment of the statistical 

model 

 

IV. RESULTS AND DISCUSSION 

A. Variable Importance and Nonlinearity  

When predictor variables in a regression model are 

correlated with each other, this condition is referred to as 

multicollinearity (or collinearity). The presence of this 

problem hinders precise statistical explanation of the 

relationships between predictors and responses
[52]

. For each 

collinear relationship, there is one redundant variable. The 

first step in the GAM implementation is a collinearity 

analysis. The analysis is performed with the function 

Colldiag, available in the R package 'perturb' 
[50]

. It is an 
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implementation of the regression collinearity diagnostic 

procedures
[52]

. These procedures compute the condition 

indexes of the matrix of independent variables. If the largest 

condition index (the condition number) is 30 or higher, then 

there may be collinearity problems. In the model 

application, preliminary collinearity analysis excluded the 

catchment area from the list of predictor variables. 

In the second step, to avoid overestimation of non-

landslide pixels, a 1:1 ratio is maintained between the 

landslide and non-landslide pixels. The examined data set is 

subdivided into two subsets: the training set and the test set. 

The training set, representing 2/3 of the dataset, is used to fit 

the model, while the test set, representing 1/3 of the dataset, 

is used to validate the fitted model. The random selection 

process for the training and test data sets is repeated in a 

100-fold bootstrap procedure, aimed to identify the most 

frequent predictor variables. Bootstrap is a modern 

computationally intensive resampling-based technique for 

bias-reduced statistical error estimation 
[53]

. The bootstrap 

draws independent samples (with replacement) from the 

available data to simulate the underlying data-generating 

distribution. The data themselves thus approximate this 

distribution without making any parametric distributional 

assumption. The most influential predictor variables, after 

the training phase, are slope angle, slope aspect, profile 

curvature, and land use, with variable-selection frequency ≥ 

80 of the 100 bootstrap replications (Table 1a).  According 

to the methodology, we used these variables as predictors in 

the GAM. A statistical justification for choosing the GAM is 

the nonlinear relationship between the slope angle and the 

occurrence probability of the shallow landslides (Table 1b). 

TABLE 1(a) 

Absolute frequencies of predictor variables (linear or 

nonlinear) selected by the 100-fold bootstrap replications. 

NA: ―not available‖ indicates parameters discarded by the 

collinearity analysis. The predictors with bootstrap variable-

selection frequency ≥ 80 are highlighted in bold red. SL: 

Slope Angle; TRI: Terrain Ruggedness Index; TPI: 

Topographic Position Index; TWI: Topographic Wetness 

Index; PLA: Plan Curvature; PRO: Profile Curvature; CA: 

Catchment Area; CS: Catchment Slope; ASP: Slope Aspect; 

LU: Land Use. 

 

SL TRI TPI TWI PLA PRO CA CS ASP LU 

100 10 27 25 32 82 NA 18 89 83 

 

 

 

TABLE 1(b) 

Bootstrap replication frequencies of continuous predictors 

(as linear or nonlinear) 

Continuous 
Predictor 
Variables Linear Nonlinear 

SL 0 100 

PRO 58 42 

 

 

B. Prediction Accuracy 

In the third step, the prediction accuracy is evaluated 

through a repeated 100-fold ‗hold-out validation‘ for 

regression with a binary response 
[54]

. The repeated hold-out 

method is a k-fold repetition which consists of a random 

sampling of different training and test sets, in the proportion 

of 2/3 for training and 1/3 for testing. The method provides 

an estimate of the true error rate (accuracy) of each 

iteration. The true error rates of the 100 different iterations 

are calculated for all training and test sets (Table 2a). The 

results are averaged to yield an overall accuracy and 

compared. 

TABLE 2 (a) 

True error rates of prediction accuracy on training and test 

sets of landslide pixels 

Mean 
Accuracy 

on 
training 

sets 

Mean 
Accuracyon 

test sets 

Standard 
deviation 

of 
accuracy 

on  
training 

sets 

Standard 
deviation 

of 
accuracy 

ontest 
sets 

0.8 0.79 0.01 0.02 

 

C. Model Uncertainty 

An important model uncertainty which can be visualized in 

a susceptibility map is the prediction uncertainty arising 

from using a statistical model. The concept of uncertainty in 

landslide susceptibility models means that we can associate 

prediction errors and the confidence interval (CI) with our 

model outcomes. The output of a statistical model for spatial 

modelling is usually comprised of a single probability value 

for each mapping unit (grid cells in our case) of the 

prediction surface. These individual probability values 

represent an estimated conditional mean value of the 

predicted probability 
[45]

. Therefore, there is a prediction 

uncertainty as determined by the standard error of the 

predicted probability estimates for each unit of the 
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susceptibility map 
[55]

. The analysis of the standard error of 

the predicted probabilities and the prediction uncertainty 

analysis are independent of any class thresholds. The 

estimates for the model error in each mapping unit (grid 

cell) were obtained adopting a 100-fold ―bootstrap‖ re-

sampling procedure. The mean, standard deviation and other 

descriptive statistics of the probability (susceptibility) 

estimates were obtained for each grid cell from the 

ensembles of bootstrap model runs. To investigate the 

reliability of landslide probability associated with each grid 

cell, the 95% Confidence Intervals (CI) of each of the 100 

landslide probability estimates are also computed. The 

amplitudes of 95% CI are shown in Fig. 5 signifying that the 

prediction uncertainty is low. The amplitude of a CI is 

defined as the difference between its upper and bottom 

limits. The low prediction uncertainty of landslide 

occurrence probability signifies that a susceptibility map 

built with the mean values of the probability estimates 

would be representative of the GAM results. 

 

Figure 5: The amplitudes of 95% bootstrap confidence intervals (CI) of probability estimates assigned to each grid cell reflecting 

the reliability of the estimates 

D. Prediction Performance 

The most popular metric for evaluating the performance of 

landslide susceptibility models is to plot the receiver 

operator characteristic (ROC) curve 
[13]

. The ROC chart 

illustrates the performance of classification models where 

the response variable is binary; in this case, the states are 

either "unstable" or "stable". There are four possible 

outcomes from a binary classifier (Fig. 6a) that can be 

formulated in a 2 × 2 contingency table (confusion matrix) 
[56]

. If a grid cell is modelled as unstable and corresponds to 

a mapped landslide cell, it is considered a "True Positive" 

(TP); but if it corresponds to a non-landslide cell, it is 

regarded as a "False Positive" (FP). If the grid cell is 

modelled as stable and falls outside a mapped landslide cell, 

it is considered a "True Negative" (TN); but if it corresponds 

to a mapped landslide cell, it is regarded as a "False 

Negative" (FN). A ROC curve is constructed by plotting the 

"True Positive Rate" (TPR) on the Y-axis and the "False 

Positive Rate" (FPR) on the X-axis as derived from different 

contingency tables created by applying different cutoffs 

(thresholds). The TPR is the fraction of TP out of TP + FN 

that represents the total number of landslide cells. The FPR 

is the fraction of FP out of FP + TN that represents the total 

number of non-landslide cells. The Area under the ROC 

Curve (AUROC) can be used as a metric to assess the 

overall quality of a model 
[57]

; the larger the area, the better 

the performance of the model over the whole range of 

possible cutoffs. AUC can take values from 0.5 (no 

discrimination) to 1.0 (perfect discrimination).  

We evaluated the predictive performance of the GAM by 

the computation of the area under the ROC curve (AUROC). 

We used 100 independently drawn bootstrap replications of 

the landslide test set to estimate the AUROC for 100 

independently trained models. We calculated the mean of 

http://www.ijritcc.org/


International Journal on Recent and Innovation Trends in Computing and Communication                           ISSN: 2321-8169 
Volume: 5 Issue: 5                                            1306 – 1319 

_______________________________________________________________________________________________ 

1315 
IJRITCC | May 2017, Available @ http://www.ijritcc.org 
_______________________________________________________________________________________ 

the 100 AUROC samples obtained from the 100-fold 

bootstrap procedure. The plots of TPR and FPR values of 

the various probability thresholds of the GAM predictions 

shaped the receiver operating characteristic (ROC) curve 

(Fig. 6b). We also calculated the bootstrap 95% confidence 

bands of ROC and its AUROC values. The ROC curves 

demonstrate a good prediction performance with the 

AUROC of Mean equal to 0.87 and AUROC of 95% 

Confidence Intervals range equal to 0.86 – 0.88 (Table 2b). 

 

Figure 6: 

(a) Confusion Matrix (Adapted from Fawcett
[55]

) 

(b) Receiver Operating Characteristic (ROC) curves of the Mean and 95% Confidence Interval (CI)of landslide probabilities. 

 

Table 2 (b) 

Area under the ROC curve (AUROC) of Mean and 95% Confidence Intervals(CI)of landslide probabilities 

 

 

 

 

We created the landslide susceptibility map (Fig. 7) with 

the mean values (μ) of the landslide probability estimates 

corresponding to each grid cell. The mean values of these 

probability estimates ranged from 0.0001 – 0.97. The 

susceptible classes in the map are categorized according to 

the natural break
[58]

 classification of the probability range as 

Low (0 < p < 0.25); Medium-Low (0 .25 < p < 0.50); 

Medium-High (0.50 < p < 0.75); and High (0.75 < p < 1). 

Accordingly, 4% of the study area falls within the High 

susceptible class, 13% of the study area falls within the 

Medium-High susceptible class, 17% of the study area falls 

within the Medium-Low susceptible class, and 66% of the 

study area falls within the Low susceptible class. 

AUROC of Mean AUROC of 95% CI 

0.87 0.86 – 0.88 
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Figure 7: Landslide Susceptibility Map of the Narakasur Hill with the distribution training and test sets of landslides 

The LS map classified 87% of the 25° – 40° and 75% of 

the > 40° slope angle categories as unstable, with probability 

values greater than 0.75. The 25° – 40° and > 40° slope 

angle categories constitute together 8% of the study area. 

Steep slope angles hold the control of the locations of 

shallow landslides in the study area as confirmed by the 

absence of a direct correlation between steepest slopes and 

specific classes of other predictors that seem to influence the 

distribution of failures (slope aspect, profile curvature, and 

land use). In fact, we mapped shallow landslides on 

hillslopes within most land use classes (Forest Land, Barren 

Lands, Forest Land with sparse settlements, Urban 

Settlements), profile curvature (> 0) categories and slope 

aspect (150°– 270°) classes.   

Hillslopes with average gradient, generally between 15° 

and 25°, are also the sites of many failures. Urban 

Settlement and Forest Land with sparse settlements are the 

most general land use types in these slopes, while the other 

morphological and hydrological attributes do not have 

typical patterns. The percentage of correct prediction of the 

susceptibility of these hillslopes is 69%. This analysis 

implies that the GAM is efficient in identifying the 

relationships between morphological, hydrological, 

geological and land use features that cause shallow 

landslides on hillslopes characterised by moderate values of 

slope angles.   

Spatial analysis of land use distribution and the LS map 

highlights that hillslopes with Urban Settlements and Forest 

Land with sparse settlements are significantly prone to 

shallow failures. Land-use planning initiatives in the study 

area have to account for this fundamental aspect: the 

ongoing rate of increase in urban settlements at the expense 

of natural forests is detrimental to the stability of slopes in 

the study area. 

V. CONCLUSION 

The present study, to the best of our knowledge, 

attempted for the first time to create an LS map in Guwahati 

on a local scale of 1:10,000, based on a data-driven 

statistical method. In the process, we mapped landslide 

occurrences to create an inventory for the first time in the 

Guwahati city area. However, workforce constraints for 

mapping at 1:10,000 scale permitted us to make a detailed 

field survey of only a part of the city, i.e. the Narakasur Hill, 

with an area of ≈ 6 Km
2
.    
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The reasons for choosing the Generalized Additive 

Model(GAM), for the present study, is three-fold: (i) Unlike 

―black box‖ machine learning algorithms, the GAM is easy 

to interpret. (ii) It provides flexibility because the 

relationships between predictors and response are not 

assumed to be linear. (iii) As mentioned earlier, the GAM 

can control the smoothness of the predictor functions to 

prevent overfitting. We implemented the GAM in the R 

environment for statistical computing, using nine DEM-

derived terrain attributes and land use as predictor variables. 

A multicollinearity analysis excluded the catchment areadue 

to its correlation with other predictors. Bootstrap 

replications (100-fold) identified the slope angle, slope 

aspect, profile curvature, and land use as the predictors with 

maximum influence.  

The prediction accuracy is evaluated through a repeated 

hold-out method with a random bootstrap sub-sampling of 

100 different training and test sets in the proportion of 2:1 

(55 landslides for training and 27 landslides for test). The 

true error rates (mean accuracy and standard deviation) on 

the training subsets are 0.80 and 0.01 respectively whereas 

those on the test subsets are 0.79 and 0.02 respectively. The 

mean, standard deviation and other descriptive statistics of 

the probability (susceptibility) estimates were obtained for 

each grid cell from the ensembles of 100 bootstrap model 

runs. The ROC curves plotted with the test subsets 

demonstrate a good prediction performance with the 

AUROC of Mean equal to 0.87 and AUROC of 95% CI 

ranging from 0.86 to 0.88. The four-fold plot of the LS 

scenario portray that the percentage of over-prediction is 

16.3, and the percentage of under-prediction is 27.5. In 

contrast, the percentages of correct predictions are: 84.7 

(stable) and 72.5 (unstable). 

We created the final shallow LS map with the mean values 

(μ) of the landslide probability estimates corresponding to 

each grid cell. Accordingly, 4% of the study area falls within 

the High (0.75 < p < 1) susceptible class, 13% within the 

Medium-High ((0.50 < p < 0.75) susceptible class, 17% 

within the Medium-Low (0 .25 < p < 0.50) susceptible class, 

and 66% within the Low (0 < p < 0.25) susceptible class.  

The present study concludes that a data-driven model 

such as the GAM is more suitable due to its ability for 

determining most of the inter-relationships between 

morphological, hydrological, geological and land use 

features that cause shallow landslides occurrence. Moreover, 

the LS map produced by the GAM model completely 

reflects the negative role of new built-up areas on unstable 

slopes. Urbanisation without proper land use planning 

increases the probability of landslide occurrence even in 

stable sectors that were not affected by instability before 

anthropogenic impacts. The study, thus, demonstrates the 

need to hypothesise landslide susceptibility scenarios based 

on different rates of urbanisation as well as different return 

periods for rainfall events that act as triggering events for 

shallow landslide occurrences. 
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