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Abstract — Intelligent conversational agents that generate responses from scratch are rapidly gaining in popularity. Sequence-to-sequence deep 

learning models are particularly well-suited for generating a textual response from a query. In this paper, I describe various generative models 

that are capable of having open-domain conversations. Toward the end, I present a null result I obtained in an attempt to train a chatbot from a 

small dataset and propose the use of a deep memory based machine translation model for training chatbots on small datasets. 
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I.  INTRODUCTION  

2016 has been the year of the chatbot. Brands are 

increasingly employing chatbots to engage their customers. 

Various messaging platforms now host hundreds of chatbots 

that developers have built for them. Even though the chatbot 

space is getting more and more crowded, it‟s nowhere near 

saturated. Almost every phone app can be replaced by an 

intelligent chatbot. 

There are two important aspects to a chatbot‟s functioning: 

decoding messages and generating responses. Different 

systems handle these aspects in different ways. Before deep 

learning hit the scene earlier this decade, all chatbots used to 

have hard-coded responses. These retrieval-based models 

didn‟t generate any new text; they just picked a response from 

a fixed set. Such models have been the focus of a number of 

works (Williams and Young, 2007 [1]; Schatzmann et al., 

2007 [2][3]; Misu et al., 2012 [4]; Litman et al., 2000 [5]). 

However, retrieval-based models are unsuitable for long or 

open-domain conversations for the following reasons: 

 

● These models lack flexibility. The responses need to 

be predefined and are difficult to customize for 

different situations or requirements. 

● Since the responses need to be defined manually, the 

domain or scope of the conversations these models are 

capable of having is extremely narrow. 

 

Generative models do not use predefined responses. They 

generate new responses from scratch. Generative models 

perform better than retrieval-based models as they can handle 

unseen cases and are often context-aware. 

One of the metrics that can be used to assess the 

performance of most conversational models is the BLEU 

score. The algorithm was originally created for evaluating the 

quality of machine translated text. BLEU scores are known to 

reasonably correlate with human judgment. However, another 

metric introduced specifically for the assessment of generative 

conversational models, ∆BLEU, outperforms BLEU [6]. 

In the remainder of this paper, I summarize and comment 

on few of the most influential works in this direction that 

define the current state-of-the-art. 

 

II. MODELS CAPABLE OF HAVING SHORT-TEXT 

CONVERSATIONS 

In short-text conversations, the goal is to generate a single 

response to a single query. Short-text conversations are 

significantly easier to automate than long conversations. 

Measuring their performance is also relatively straightforward. 

Most of the prominent works rely on massive amounts of 

conversational training data to scale to larger domains, where 

conversations can be on just about anything. A lot of work has 

also been done on producing natural responses in close-

domain systems (Ratnaparkhi, 2000 [7]; Rambow et al., 2001 

[8]).   

Modern day generative models capable of having short-text 

conversations fall into two main categories: 

1. SMT-based systems: Langner et al., 2010 [9] has 

covered the use of statistical machine translation 

(SMT) in translating internal dialogue state into 

natural language. Barzilay and Lapata, 2005 [10] also 

considers the user‟s utterance when generating 

responses in order to generate context-aware 

discourse. Galley et al., 2001 [11], Knight and 

Hatzivassiloglou, 1995 [12] and other works use 

information in the user‟s utterance to fill in knowledge 

gaps that might exist in the system. The best SMT-

based model till date has been covered in Ritter et al, 

2011 [13]. 

2. Neural Conversational Models: These models use 

neural networks for the task of response generation. 
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Most of them use two different networks: one that 

encodes the message into a hidden representation 

vector, and another that generates a response from the 

model, usually by multiplying it by a matrix that gets 

its values during training. 

 

A. Data-Driven Response Generation in Social Media (Ritters 

et al., 2011 [13]) 

This paper presents a data-driven approach to generating 

responses to Twitter status posts. The conversational model 

discussed in this paper views response generation as a machine 

translation problem. Instead of translating from one language 

to another, they translate from a message (stimulus) to a 

response. This paper merits discussion as it went on to 

influence a number of works.  

The fundamental assumption the authors of this paper 

make is that responses are always semantically parallel to the 

messages (Hobbs 1985 [14]).  

 

 
Figure 1.  Semantic relationships between phrases in the status and the 

expected response  

For instance, “it” in the above response refers to “this 

soup” in the status. There are similar relationships between 

“smells” and “looks”, as well as “gorgeous” and “delicious”. 

The conversational model described in this paper attempts to 

„translate‟ a status to a response. 

However, the problem of response generation differs from 

a typical machine translation problem in that the stimulus and 

the response are not semantically equivalent and hence, no 

intelligent system will ever be able to learn the semantics 

behind conversations. It is possible, however, for a system to 

learn some high-frequency phrase patterns that occur in 

conversations. For example, a response to a status that 

contains the phrase „I am‟ will likely have the phrase „you are‟ 

in it.  

Recognizing such high-frequency phrase pairs in a dataset 

is the first step toward learning conversational models from 

data. But because the responses are not semantically parallel 

and/or equivalent, a lot of unaligned words were being initially 

left unprocessed. The researchers resolved this issue by 

generating all possible pairs of phrases that contain less than 

four words, and applying an association-based filter.  

Using phrase-based statistical machine translation enabled 

the authors to leverage already existing techniques that are 

known to be accurate and scalable. SMT also provides a 

probabilistic model of responses, making it easy to integrate 

into production code.  

This model outperformed retrieval based solution and its 

responses turned out to be better than actual human responses 

15% of the time. 

 

B. Neural Responding Machine for Short-Text Conversation 

(Lifeng Shang, Zhengdong Lu, Hang Li 2015 [15]) 

Although the work of Ritter et al [13] was novel and 

performed well on certain datasets, statistical machine 

translation seems to be intrinsically unsuitable for response 

generation due to the semantic inequivalence of the stimulus 

and the response. In this work, the authors use a neural 

encoder-decoder for the task of response generation, and also 

establish a probabilistic model that estimates the likelihood of 

a response given a post.  

They used recurrent neural networks for both the encoder 

and decoder, because they‟re good at generating or analysing 

word sequences of variable lengths (Mikolov et al., 2010 [16]; 

Sutskever et al., 2014 [17] ; Cho et al., 2014 [18]).  

The following steps describe the workflow of the 

conversational model the authors presented: 

● The encoder converts the input sequence x = (x1, · · · , 

xT ) into a set of hidden representations h = (h1, · · · , 

hT ).  

● These representations and the attention signal at time t 

are fed into the context generator. 

● This forms the context input for the decoder network 

at time t: ct. 

● The decoder multiples the context input vector ct by a 

matrix L, which gets its values during training, to get 

the t
th

 word of the response. 

● The attention signal points to the part of the hidden 

response that needs emphasis. 

 
Figure 2.  Encoder-decoder architecture of a Neural Responding Model  
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This work combines two recently proposed approaches: 

attention mechanism and encoder-decoder architecture. They 

train these models separately and then fine-tune the final 

combined model. 

The nature of the model made it hard to apply BLEU 

scores, so they had to rely on human evaluation, and it 

happened to perform surprisingly better than retrieval- and 

translation-based models.  

 

III. MODELS CAPABLE OF HAVING LONG 

CONVERSATIONS  

In long conversations, the chatbot goes through multiple 

rounds, and needs to remember the context. The following 

factors make building models capable of having long 

conversations a significantly harder challenge: 

1. Context Sensitivity: The models may need to pick 

clues or information from previous dialogues. Thus, 

there needs to be a mechanism to preserve context 

information in the short term and the long term. 

2. Consistency in Responses: A conversational agent 

needs to produce consistent responses to semantically 

equivalent queries. Incorporating a fixed personality 

into models is one of the toughest challenges in the 

field. 

A. A Neural Conversational Model, Oriol Vinyals, Quoc Le 

[23] 

This is the latest and most influential work in this area. In 

order to understand how this state-of-the-art model works, a 

thorough understanding of the underlying architectures that 

make it possible is needed. 

1. Recurrent Neural Networks (RNN): Humans don‟t 

think from scratch when they have conversations. Our 

understanding of a word in a sentence depends on our 

understanding of the words and sentences preceding it. 

We use the information we learn from one part of a 

conversation to better our understanding of a later part 

of the conversation. This is where traditional neural 

networks fail us. A conversation model that uses (a 

pair of) traditional neural networks can‟t utilize the 

information in the previous queries it received and the 

responses it generated to answer future queries. RNNs 

contain cycles, thus allowing information to stay 

locked in it. This makes RNNs the ideal tools for 

learning to understand or generate sequences of text.  

2. Long Short-Term Memory (LSTM) Networks: One of 

the drawbacks of naive RNN-based conversational 

models is that these models can‟t, in practice, learn 

from its past conversations unless they‟re very recent. 

LSTMs are hybrid RNNs capable of learning such 

long-term dependencies. They were introduced in a 

paper by Hochreiter et al (1997) [19]. LSTMs can 

„remember‟ information for extended periods of time.   

 

 

 
 

Figure 3.  Four layers of an LSTM cycle 

(Source: Wikipedia entry for LSTM)  

 

The cycle in an LSTM network has four layers, unlike 

naive RNNs, whose cycles have just one tanh layer.  It 

is important to note that information can easily flow 

through the line that passes through the output gate in 

the diagram unchanged or with only minor linear 

transformations. It‟s also worth noting that LSTMs 

don‟t use an activation function, so information is not 

dumbed down as it iterates through the layers.   

3. Sequence-to-Sequence Learning: A paper by Ilya 

Sutskever et al (2015) [17] presented an end-to-end 

approach to learning to predict and/or analyze 

sequences of variable length using a multi-layered 

LSTM network. This approach turned out to be 

especially useful when the input and output are not 

necessarily equal in length or semantically equivalent, 

like in machine translation, This problem had also 

been attempted by Kalchbrenner and Blunsom [20], 

Cho et al, Graves [21], and Bahdanau et al [22]. 

However, Sutskever‟s work was an improvement over 

all of these. It got a BLEU score 34.81 in the WMT 

„14 English-French translation task. 

This conversational model consists of just one multi-layer 

LSTM network that reads in a message one token at a time, 

and predicts the output sequence, one token at a time. During 

the training phase, the model is fed the correct output 

sequence, so that it‟s backpropagated to the source node. The 

model is trained to produce a higher value of cross-entropy for 

a better response given the context. 

A TensorFlow implementation of this model, trained on 

the Cornell Movie Dialog Corpus, performed considerably 

better when several tokens from the previous step were also 

fed to the next step. The responses got slightly better when I 

used the probability of a past word appearing next to the 

predicted word to select the set of words from the previous 

step that were to be fed to the network. 

Because of its simplicity, this model can be used not only 

for response generation, but also for machine translation and 

speech recognition. 

 

http://www.ijritcc.org/


International Journal on Recent and Innovation Trends in Computing and Communication                         ISSN: 2321-8169 
Volume: 5 Issue: 5                                              817 – 821 

_______________________________________________________________________________________________ 

820 
IJRITCC | May 2017, Available @ http://www.ijritcc.org 
_______________________________________________________________________________________ 

IV. OTHER SIGNIFICANT WORKS 

1. Building End-To-End Dialogue Systems Using 

Generative Hierarchical Neural Network Models 

(Yoshua Bengio et al 2016) [24]: Instead of LSTMs, 

this model builds on the hierarchical encoder-decoder 

model described in  Sordoni et al. (2015a) where they 

used it for web search recommendations.  

2. How NOT To Evaluate Your Dialogue System: An 

Empirical Study of Unsupervised Evaluation Metrics 

for Dialogue Response Generation (Chia-Wei Liu et al 

2017) [25]: This study uncovers how every metric 

used to assess the performance of conversational 

agents is flawed, and how its results don‟t correlate 

with human evaluation. They were particularly 

successful in showing that the metrics like BLEU, 

which were meant for the assessment of machine 

translation systems, don‟t provide much useful 

feedback for response generation systems because the 

input and output are semantically dissimilar. 

 

V.  DISCUSSION 

As of now, chatbots deployments are successful only when 

the domain of the conversations is extremely narrow and/or 

massive amounts of data is available to the developers. 

However, for a lot of use cases like automated psychotherapy, 

not a lot of data is available to researchers, mostly due to 

privacy concerns. Since every state-of-the-art conversational 

model relies on a huge amount of data, building one‟s own 

dataset is not a feasible option either. So basically, we need 

chatbots that need less data to train. 

Here is a brief description of my attempt to train a therapist 

chatbot from a thread of just five-hundred text messages, 

which failed to perform reasonably well. 

I implemented the model described in [23] in TensorFlow, 

but I used a neural turing machine [26] instead of an LSTM 

network. By combining the recurrent neural network with 

external memory resources, the system can make slow changes 

in its parameters in the long term, and leverage the power of 

internal memory to make some immediate changes during 

training. This feature is important because since we lack 

training data, the model will need to make some quick and 

drastic changes to the parameters, while avoiding completely 

relearning the parameters every time new data is fed. Though, 

upon human evaluation, the performance of this model seems 

to be far from decent, an important observation is that the 

performance went up on training the model with the same data 

multiple times. This observation is in agreement with the 

claim in [27]. 

There‟s a chance the deep-memory based machine 

translation model discussed in [28] can be used to solve this 

problem. The method they describe performed as well as the 

statistical phrase-based machine translation system Moses 

with a considerably smaller vocabulary and parameter-size. 

Although this is mere speculation, if one manages to 

implement this sequence-to-sequence learning model for 

chatbots, it will probably perform relatively well, even with 

minimal training.  

 

VI.  CONCLUSION 

I have presented a comprehensive summary of the most 

important papers on intelligent conversational systems, and 

discussed the need for conversational models that need less 

data to train on. I‟ve also proposed that memory-augmented 

neural systems be used for building chatbots that can be 

trained using less data.  
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