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Yes, the same heading as in the previous issue of the 

journal
1
 but with a “question mark” this time! Would the 

small size sample work all the while? Are all the large 

sample studies just wastage of time, money and effort? 

A quote from the bible of pharmacology would be 

exemplary - “a cohort study must follow at least 10,000 

patients who are receiving the drug to detect with 95% 

confidence one event that occurs at a rate of 1 in 3300 and 

that event can be attributed to the drug only if doesn’t 

occur spontaneously in the control population”!
2
 

Let’s solve this sum ourselves. If we permit 1% margin of 

error and consider the situation worldwide (population 

>300,000,000) we can find the number by standard chart 

of the research advisors (2006) or online calculator.
3,5

 

But here the case is not that simple. Here the  (mean 

event rate) is 1 in 3,300 or 0.0003030303….for this , and 

the power (the probability that the mean event rate is 

greater than that specified) of 0.95, and critical tolerance 

= 1 (i.e. the prevalence is greater than the mean event rate 

we have already set) - the sample size of 10,000 (for an 

incidence rate of 0.0003, it is 9986 - to be exact) can be 

found from the table
4
 - that too if the incidence of the 

adverse event (supposed to be due to the drug) is “not 

spontaneously occurring in the population” as already 

stated.
2
 

Up to phase III, total number of people exposed to a new 

drug is not as high as this and that’s why many rare 

adverse drug reactions are identified only after a drug 

comes into the market and a large population is exposed 

to it and this exposed population is reassessed in phase IV 

study of pharmacovigilance called post marketing 

surveillance. 

Many more reasons are there for larger size sampling as 

we can verify from the sample size calculating program.
5
 

In a population of 20,000, error level of 5% and 95% 

confidence level leads to a maximal samples size of 377.
4
 

It’s to be noted that at 50% response distribution i.e. when 

there is equal chance of the outcome to occur or not, the 

sample size is maximum. 

But error level of 1% with the same 95% confidence 

level, leads to a maximal samples size of 6489 and if error 

level of 1% with the confidence interval of 99% is 

considered, the required sample size becomes 9068.
4
 In 

the last case, relieving only the error level to 5% (and 

confidence level remaining up to 99%) decreases the 

sample size down to 643.
4
 

Thus the required level of accuracy of conclusion also 

influences the sample size. Now “how do these different 

statistical predictors of accuracy of conclusion (viz. 

confidence level, permitted level of error etc.) manifest in 

the real life problems” is hinted ahead. 

Just to start with, by reducing the risk of type I error (or  

error - i.e. false positive, erroneously rejecting the null 

hypothesis in favor of alternate hypothesis) we tend to 

increase type II errors (or  error i.e. false negative, 

erroneously accepting null hypothesis).
6
 

Seeing the result of a clinical trial, type I error means that 

the test treatment is taken to be effective when actually it 

is not. And FDA or any other supervising body would try 
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to minimize this error and prohibit unwarranted 

permissions.
7
 

But type II error implies that test treatment is taken as 

ineffective when actually it is. And the drug companies 

investing a lot of money in discovering a drug are more 

interested to minimize this type II error. Accordingly, the 

two approaches vary in fixing the criteria of accuracy.
7
 

Suppose a camera system installed in a car tries to 

determine whether certain blobs it sees on the road are 

pedestrians or not. And if it misses anyone to 

acknowledge as pedestrian, there are increased chances of 

hitting someone - obviously type II error is more 

important here.
8
 

Alike is the case where medical imaging software tries to 

find and mark suspicious regions, which could be a 

serious tumor. Likewise, if a medication with some fatal 

side effect is being tested, type II error would be 

obviously more important.
8
 

But suppose a prosecutor is trying to prove that the 

defendant is guilty using a blood test. Here type I error is 

more important as innocent person should not be 

punished.
8
 The same is true when a factory wishes to 

make sure whether a costly innovation is worth it or not.
9
 

For screening test of HIV in blood donors, false positive 

is not that dangerous and small type I error is allowed and 

cheaper tests are used but when it comes to the diagnosis 

in patients, much costly test are used to avoid this false 

positive labeling.
10
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