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Abstract— Machine leaning is a ground of recent research that officially focuses on the theory, performance, and properties of learning systems 

and algorithms. It is particularly cross disciplinary field building upon ideas from many different kinds of fields such as artificial intelligence, 

optimization theory, information theory, statistics, cognitive science, optimal control, and many other disciplines of science, engineering, and 

mathematics. Since implementation in a wide range of applications, machine learning has covered almost every scientific domain, which has 

brought great impact on the science and society. Machine learning techniques has been used on a variety of problems, including recommendation 

engines, recognition systems, informatics and data mining, and autonomous control systems. This research paper compared different machine 

algorithms for classification. Classification is used when the desired output is a discrete label. 
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I. INTRODUCTION 

Machine learning techniques have been widely adopted in a 

number of massive and complex data-intensive fields such 

as medicine, astronomy, biology, and so on, for these 

techniques provide possible solutions to mine the 

information hidden in the data. Machine learning is used to 

teach machines how to handle the data more efficiently. 

Sometimes after viewing the data, we cannot interpret the 

pattern or extract information from the data. However, as the 

time for big data is coming, the collection of data sets is so 

large and complex that it is difficult to deal with using 

traditional learning methods since the established process of 

learning from conventional datasets was not designed to and 

will not work well with high volumes of data. For instance, 

most traditional machine learning algorithms are designed 

for data that would be completely loaded into memory, 

which does not hold any more in the context of big data.  

A computer program is said to learn from experience E with 

respect to some class of tasks T and performance measure  P  

if its performance at tasks in  T, as measured by  P, 

improves with experience E”. Learning is used when a 

pattern exists in the given data which we can’t pin down 

manually. It is because of the Machine Learning that the 

present century has been witness to the landmark 

discoveries like Autonomous Helicopter, Handwriting 

Recognition, Natural Language Processing (NLP), 

Computer Vision, Speech Recognition, Recommendation 

Systems, Decision Support Systems (DSS), email filtering, 

detection of network intruders or malicious insiders working 

towards a data breach, optical character recognition etc. 

Machine Learning is at the root of the tree and has lots of 

branches and sub branches. 

 

II. CLASSIFICATION OF MACHINE 

LEARNING TECHNIQUES 

Machine learning algorithms can be broadly classified into 

the following four categories:  

1. Supervised learning  

2. Semi-supervised Learning  

3. Unsupervised Learning  

4. Reinforcement Learning  

 

Supervised learning  

Supervised learning is very common in classification 

problems, where the aim is to classify the given input data 

or image into predefined output classes. For example: 

Handwritten Digit and character recognition, classification 

of animals or objects depending upon the input image, 

medical image classification for diagnosis of various 

diseases, etc.. In supervised learning, there is some 

supervision while the algorithm is being trained. Here, 

labeled data is used for training. Different types of 

supervised learning approaches are as follows: ƒ  

• Neural Networks  

• Naive Bayes Classifier  

• Decision Trees 

• Linear Regression 

 

Unsupervised learning  

In unsupervised learning, no element of supervision is 

involved. The computer is trained with unlabeled data. 
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Unsupervised learning plays a vital role in those cases where 

the human expert doesn’t know what to look for in the data. 

The common types of supervised learning approaches are: 

Association Rules, K-means clustering,etc. 

 

Semi-supervised Learning  

Semi-supervised Learning lies between the two approaches 

mentioned above. In this approach a combination of labeled 

and unlabelled data is used for training.  

 

Reinforcement Learning  

Reinforcement Learning involves the mechanism of reward 

and punishment for the process of learning. In this type of 

learning, the objective is to maximize the reward and 

minimize the punishment.  

 
Figure 1: Machine learning Algorithms 

 

 

III. RELATED WORK 

In this paper we reviewed various articles which is 

related to machine learning classification algorithm for 

predict the dataset values for specific problem. In the 

machine learning model, a classifier was given training with 

already classified examples and it learns the rules for 

classification during this training phase.  

Mark Holmstrom, Dylan Liu, Christopher Vo 

(2016) concluded that both linear and functional regression 

did not perform as well as professional weather forecasting 

methods but in the longer run differences in their 

performances decreased, suggesting that over a longer 

period of time, Machine learning can indeed outperform 

professional and traditional methods. Linear regression is a 

low bias and high variance algorithm and hence its accuracy 

can be improved by collecting further data.  

PiyushKapoor and Sarabjeet Singh Bedi (2013) 

concluded that if we perform comparison of weather 

condition variation by sliding window algorithm, the results 

are highly accurate except for the months of seasonal 

change. The results can be altered by changing the size of 

the window. Accuracy of the unpredictable months can be 

increased by increasing the window size to one month.  

Divya Chauhan and Jawahar Thakur (2013) made a 

comparison in their paper, which shows that the algorithms 

such as k-mean clustering and decision trees are well suited 

for mining data to predict future weather conditions. If we 

increase the size of the training set, the accuracy at first 

increases but then it slowly decreases after a particular 

period of time, depending on the size of the dataset. 

Qing Yi Feng1 ,RuggeroVasile, Marc Segond , 

AviGozolchiani , Yang Wang , Markus Abel, 

ShilomoHavlin , Armin Bunde , and Henk A. 

Dijkstra1(2016) have made a machine-learning toolbox 

which is based on climate data gathered from analysis and 

reconstruction of complex networks. It can alsohandle data 

containing multiple variables from these networks. The 

development of predictor models in the toolbox is dynamic 

and data-driven.  

Sanyam Gupta, Indumathy, GovindSinghal 

(2016)suggested and proposed an efficient and accurate 

weather prediction and forecasting model using linear 

regression concepts and normal equation model. All these 

concepts are a part of machine learning. The normalequation 

is a very efficient weather prediction model and using the 

entities temperature, humidity and dew-point, it can be used 

to make reliable weather predictions. This model also 

facilitates decision making in day to day life. It can yield 

better results when applied to cleaner and larger datasets.  

Muthulakshmi A, ME (SE), Dr.S.Baghavathi 

Priya(2015) in their work proposed a methodology that aims 

at providing an efficient and accurate weatherforecasting 

models to predict and monitor the weather datasets to 

predict rainfall. In the past, the parameters of weather were 

recorded only for the present time. But in the future, work 

will be done to make a working model of selection that can 

be used for classifying the framework for continuous 

monitoring of the climatic attributes. 

Aditya Grover, AshishKapoor and Eric Horvitz in 

their work made a weather prediction model that predicts by 

considering the joint influence of key weather variables. 

They also made a kernel and showed that interpolation of 

space can be done by using GPS with such a kernel, taking 

into account various weather phenomena like turbulence. 

They also performed temporal analysis within a learner 

based on gradient tree and augmented the system using deep 

neural network. 

 

 

IV. OVERVIEW OF MACHINE LEARNING 

ALGORITHMS 

In the following table-1, we have compared 

different machine learning algorithms and listed below: 
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Table 3: Interpretation of various machine learning 

classification algorithms 

 
 

V. SIGNIFICANCE OF WEATHER 

FORECASTING 

• Weather forecasting can help agricultural activities in the 

following ways: 

• Planning for necessary inputs during the season. 

• Timely land preparation to take advantage of earliest rain 

for timely sowing.  

• Selection of crops and cultivars. 

• Efficient use of fertilizers. 

• Predicting pests and diseases incidence for timely action. 

• Timing of weeds, pests and disease control. 

• Planning for mitigation adverse effects of weather 

hazards. 

• Adjustments in crop harvest timing to reduce the losses 

at harvest. 

 

VI. METHODS OF WEATHER 

FORECASTING 

The nature of modern weather forecasting is not only highly 

complex but also highly quantitative. The various methods 

used in forecasting the weather are as follows:  

• Synoptic weather forecasting, 

• Numerical methods, and 

• Statistical methods. 

 

 

 

Synoptic weather forecasting 

The first method is the traditional approach in weather 

prediction. This primary method continued to be in use until 

the late 1950s. Synoptic" means that the observation of 

different weather elements refers to a specific time of 

observation. Thus, a weather map that depicts atmospheric 

conditions at a given time is a synoptic chart to a 

meteorologist. In order to have an average view of the 

changing pattern of weather, a meteorological centre 

prepares a series of synoptic charts every day.  Such 

synoptic charts form the very basis of weather forecasts.  

As stated earlier, the task of preparing synoptic charts on a 

regular basis involves huge collection and analysis of 

observational data obtained from thousands of weather 

stations. From the careful study of weather charts over many 

years, certain empirical rules were formulated. These rules 

helped the forecaster in estimating the rate and direction of 

the movement of weather systems. 

Synoptic methods involved detailed analysis of current 

weather reports from a large area. The current weather 

patterns are related with the past analogous situations and 

forecasts are prepared on the assumption that a current 

weather situation will behave on the lines of the past 

analogous situations.  

 

Numerical Weather Prediction (NWP) 

Uses the power of computers to make a forecast. Complex 

computer programs, also known as forecast models, run on 

supercomputers and provide predictions on many 

atmospheric variables such as temperature, pressure, wind, 

and rainfall. A forecaster examines how the features 

predicted by the computer will interact to produce the day's 

weather. The NWP method is flawed in that the equations 

used by the models to simulate the atmosphere are not 

precise. If the initial state is not completely known, the 

computer's prediction of how that initial state will evolve 

will not be entirely accurate. 

 

Statistical methods 

Statistical methods are used along with the numerical 

weather prediction. This method often supplements the 

numerical method. Statistical methods use the past records 

of weather data on the assumption that future will be a 

repetition of the past weather. The main purpose of studying 

the past weather data is to find out those aspects of the 

weather that are good indicators of the future events. After 

establishing these relationships, correct data can be safely 

used to predict the future conditions. Only overall weather 

can be predicted in this way. It is particularly of use in 

projecting only one aspect of the weather at a time. At 

macro level, weather forecasting is usually done using the 

data gathered by remote sensing satellites. Weather 

parameters  like maximum temperature, minimum 
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temperature, extent of rainfall, cloud conditions, wind 

streams and their directions, are projected using images 

taken by these meteorological satellites to assess future 

trends.  

The satellite-based systems are inherently costlier and 

require complete support system. Moreover, such systems 

are capable of providing only such information, which is 

usually generalized over a larger geographical area. The 

variables defining weather conditions like temperature 

(maximum or minimum), relative humidity, rainfall etc., 

vary continuously with time, forming time series of each 

parameter and can be used to develop a forecasting model 

either statistically or using some other means like artificial 

neural networks.  

 

Very short range weather forecasting 

Up to 12 hours description of weather variables. A relatively 

complete set of variables can be produced (air temperature 

and relative humidity, wind speed and direction, solar 

radiation, precipitation amount and type, cloud). Prerequisite 

is the availability of an efficient broadcasting 

systems (e.g. frost information must be broadcasted to 

farmers that can activate irrigation facilities or fires or other 

systems of protection). Accuracy is very high and potential 

usefulness is moderate.  

• Insect disease effects.  

• Livestock protection from cold and heat. 

 

Medium range weather forecasting 

Medium range weather forecasts are for periods of 3 to 10 

days. A relatively complete set of variables can be produced 

(air temperature and relative humidity, wind speed and 

direction, solar radiation, precipitation amount and type, 

cloud). In MRF the attention is centred on synoptic features 

of different meteorological fields.  

MRF can be broadcasted by a wide set of media 

(newspapers, radio, TV, web etc.) and can represent a 

fundamental information for farmers. Accuracy is high or 

moderate until 5 days; lower after and potential usefulness is 

very high.   

  

Short range weather forecasting 

Short range weather forecasts are for a period of 12 hours to 

72 hours. These daily forecasts are useful to irrigation 

engineers and farmers. A relatively complete set of variables 

can be produced (air temperature and relative humidity, 

wind speed and direction, solar radiation, precipitation 

amount and type, cloud). In SRF the attention is centered on 

meso scale features of  different  

 

 

 

Agricultural applications of short range weather 

forecasting 

• Establish depth of sowing for optimal seedling 

emergence.  

• Decide whether to sow or not. 

• Plan irrigation based on expected rainfall.  

• Ensure maximum efficiency of spraying.  

• Decide to harvest or not to harvest.  

• Management of labour and equipment.  

• Plan for animal feed requirement.  

 

Agricultural applications of short range weather 

forecasting 

• Timing of field operations.  

• Soil workability. 

• Drying rate of soil.  

• Irrigation scheduling.  

• Spray applications  
 

 

Extended range weather forecasting  

• Extended range weather forecasts are for 

• Periods of 10 to 30 days. Forecast is usually 

• Restricted to Temperature and precipitation.  

  

Table.1 Accuracy and usefulness of weather forecasting 

for agriculture 

 
 

VII. CONCLUSION 

Machine learning generates a lot of buzz because it's 

applicable across such a wide variety of use cases. 

Classification techniques is a supervised learning method in 

which the computer program learns from the data input 

given to it and then uses this learning to classify new 

observation. Choosing an algorithm is a critical step in the 

machine learning process, so it’s important that it truly fits 

the use case of the problem. 
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