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Abstract— Ambient assisted living (AAL) technology is of considerable interest in supporting the independence and quality of life of older 

adults. As such, it is a core focus of the emerging field of gerontechnology, which considers how technological innovation can aid health and 

well-being in older age. Human activity recognition plays a vital role in AAL. Successful identification of human activity is crucial for any 

assistive care services for elderly people living alone in a home. In this paper, a method for activity recognition is proposed which recognizes or 

classifies activities based on sensor data. The method uses most trending algorithm in deep learning domain, i.e. LSTM to build the model .The 

proposed method is evaluated using a well known activity sensor dataset. 
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I.  INTRODUCTION  

Ageing is a natural process, which presents a unique 

challenge for all sections of the society. Population ageing is a 

global issue, which has been recognized to have implications 

on the health care and social welfare systems. It has been 

estimated that the number of people aged over 60 and over will 

increase to 1.2 billion in 2015 and subsequently to two billion 

in 2050.[2] Further, by the year 2025, almost 75% of this 

elderly population will be  living in developing nations, which 

already have an overburdened health-care delivery system.[2] 

An ageing population tends to have a higher prevalence of 

chronic diseases, physical disabilities, mental illnesses and 

other co-morbidities. As a result, it is necessary to find 

solutions to improve the living condition and develop more 

robust, usable, safe but low cost health- care systems to reduce 

the burden to society. Assisted living is a great intermediate 

step for seniors who need more help than the family can 

provide at home, but who don’t need the round-the-clock 

medical care of a nursing facility. Ambient Assisted 

Living (AAL) can be defined as concepts, products and 

services which combine new technologies and the social 

environment in order to improve quality of life. 

Human activity recognition is an important aspect of 

ambient assisted living. Traditional methods used for activity 

recognition was heavily dependent on the feature extraction 

and signal processing. Activity recognition has been addressed 

using methods such as decision trees, Bayesian methods 

(Naıve Bayes and Bayesian Networks), k-Nearest Neighbors, 

SVMs, Fuzzy logic, Regression models, Hidden Markov 

Models and classifier ensembles. The sensor data generally 

serve as input parameters to activity recognition algorithms. 

However, these data are time series so classifying it requires a 

sample window. To achieve this goal, classical approaches 

have to first generate time and frequency domain statistics for 

each training window. So, major task lies in data 

preprocessing and feature extraction. Moreover, the accuracy 

of common algorithms tends to drop when activities are 

performed by people not included in the training phase. 

Recently, there has been growing interest in deep learning. By, 

taking advantage of existing improvements in artificial 

intelligence most of the above mentioned problems can be 

solved. The proposed method uses LSTM RNN for human 

activity recognition.  

This paper is organized as follows: Section II describes the 

concept of LSTM and architecture. Section II describes the 

experimental set up which includes the dataset description, 

model building. Section III contains the result of the 

experiment with evaluation metrics and at the end in Section 

IV the conclusions of this research is presented 

II. LSTM 

An LSTM, or Long Short-Term Memory Network, is a kind 

of recurrent neural network. It is actually an extremely 

powerful algorithm that can classify, cluster and make 

predictions about data, particularly time series and text. 

Recurrent nets are a type of artificial neural network designed 

to recognize patterns in sequences of data, such as text, 

genomes etc. Recurrent networks possess a certain type of 

memory, and memory is also part of the human condition. 

Like most neural networks, recurrent networks are old. The 

vanishing gradient problem emerged as a major obstacle to 

recurrent net performance. LSTM are designed to alleviate the 

long-term dependency problem. LSTM remembers 

information for long period of time. LSTM have a chain like 
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structure with four layers of neural networks interacting in a 

special way. 

The key to LSTM is the cell state. The LSTM have the 

ability to add or remove information to the cell state, carefully 

regulated by structures called gates [12]. Gates are a way to 

optionally let information through. They are composed out of 

a sigmoid neural net layer and a point wise multiplication 

operation. A cell is composed of four main elements, an input 

gate, a neuron with a self recurrent connection, a forget gate 

and an output gate. The input gate layer controls the extent to 

which a new value flows into the cell, the forget gate controls 

the extent to which a value remains in the cell and the output 

gate controls the extent to which the value in the cell is used to 

compute the output activation of the LSTM unit[11]. The 

connections associated with these gates are recurrent. The 

weight of these connections is learned during training. 

 
 Fig.1.LSTM memory cell illustration 

The following equations depict updates to a memory cell at 

every time step t.  

𝑊𝑖 , 𝑊𝑗 , 𝑊𝑐 , 𝑊𝑒 , 𝑈𝑖 , 𝑈𝑓 , 𝑈𝑜 , 𝑈𝑐 , 𝑉𝑜  are weight matrices 

 

𝑖(𝑡) =  𝜎(𝑊 𝑖 𝑥 𝑡 + 𝑈 𝑖 ℎ 𝑡−1 ) (1) 

  

𝑓(𝑡) =  𝜎(𝑊 𝑓 𝑥 𝑡 +  𝑈 𝑓 ℎ 𝑡−1 ) (2) 

  

𝑜(𝑡) =  𝜎(𝑊 𝑜 𝑥 𝑡 +  𝑈 𝑜 ℎ 𝑡−1 ) (3) 

  

𝑐 (𝑡) =  𝑡𝑎𝑛ℎ(𝑊 𝑐 𝑥 𝑡 + 𝑈 𝑐 ℎ 𝑡−1 ) (4) 

  

𝑐(𝑡) =  𝑓(𝑡) ∘  𝑐 (𝑡−1) + 𝑖(𝑡) ∘ 𝑐 𝑡  (5) 

  

ℎ(𝑡) =  𝑜(𝑡) ∘ tanh(c t ) (6) 

  

  

Equation 1 depicts a sigmoid layer (input gate layer). The 

input word 𝑥(𝑡) and past hidden state ℎ(𝑡−1) is used to 

determine whether or not the input is worth preserving and thus 

is used to gate new memory function. Equation 2 depicts the 

forget gate layer to determine whether or not the past memory 

cell is useful for the computation of the current memory cell. 

Equation 3 depicts the output gate layer which makes 

assessment regarding what part of final memory need to be 

exposed or hidden. Equation 4 and 5 represents new memory 

and final memory cell respectively. Equation 6 represents the 

present state information. 

III. EXPERIMENTAL SET UP 

A. Dataset Description 

The data for the research is collected from accelerometer 

sensors. Every modern Smartphone has a tri-axial 

accelerometer that measures acceleration in all three spatial 

dimensions. An LSTM Neural Network is trained for activity 

recognition from accelerometer data. Here, two datasets are 

used for research. Wireless Sensor Data Mining (WISDM) 

dataset and UCI HAR (Human Activity Recognition) dataset 

is used for the research work. The WISDM dataset contains 

1,098,207 rows and 6 columns. There are no missing values. 

There are 6 activities in the dataset: Walking, Jogging, 

Upstairs, Downstairs, Sitting, Standing. The HAR dataset also 

includes 6 activities such as walking, walking_upstairs, 

walking_downstairs, sitting , standing and laying. The model 

is trained and tested using both the datasets. 

B. Building the model 

The major aim of the project is to build an activity recognition 

model from the smart-phone’s sensor data. For this purpose, a 

deep network is built by using two fully connected RNN with 

2 LSTM layers stacked on top of each other. Stacked multiple 

layers of LSTM are used so that various complex patterns 

could be recognized at each layer and this will solve the 

vanishing gradient problem. A single layer RNN cannot 

capture all the structure of sequences, hence 2 RNN are used. 

The whole model is built using the tensor flow framework. A 

loss function is also calculated to provide a stable solution.L2-

norm loss function which is also known as Least Squared 

Error is used to minimize the difference between the target 

value and the estimated value by taking the sum of absolute 

differences between them. 

The model is trained using tensor flow API with 

appropriate epochs and batch sizes to avoid over fitting. The 

data is split in such a way that 80% of data is used for training 

and 20% is used for testing. 

C. Results 

The model has been trained for 25 epochs in case of HAR 

dataset and achieved an overall accuracy of 85% with loss of 

over 0.9%.It is likely to achieve more than 95% accuracy in 

training if the number of epochs is increased by 50 epochs. 

The WISDM dataset was trained for 50 epochs and achieved 

97% accuracy overall. The figure below shows the training 

session’s progress of both the datasets. 
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Fig.2. A sample of Training session using HAR dataset 

  
Fig.3. Confusion matrix for HAR dataset (25 epochs) 

 

 
 

Fig.4. Training progress for WISDM dataset (50 epochs) 

IV. CONCLUSION 

An LSTM model that can recognize human activity is built 

using two datasets and it is observed that both of the datasets 

achieved over 90% accuracy using LSTM model. HAR dataset 

achieved an accuracy of over 85% for 25 epochs and WISDM 

dataset achieved an accuracy of 97% for 50 epochs. The 

dataset’s accuracy variations at some moments during training 

depend upon the neural network’s weight initialization and the 

number of epochs used in training. Compared to classical 

approaches, using a Recurrent Neural Networks (RNN) with 

Long Short-Term Memory cells (LSTMs) require no or almost 

no feature engineering. Data can be fed directly into the neural 

network which acts like a black box to model the problem 

correctly. Other research on the activity recognition domain 

mostly used a big amount of feature engineering, which is 

rather a signal processing approach combined with classical 

data science techniques. The approach here is rather very 

simple in terms of how much did the data was preprocessed. 

The only one limitation of the approach is the environmental 

setup. It requires high processing power such as GPU to train 

the model for more number of epochs in order to achieve a 

better accuracy. Even though the time required to train the 

model in CPU is high, it is able to produce an accuracy over 

90%. 
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