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Abstract: With the advances in micro-electronics, wireless sensor gadgets have been made substantially littler and more coordinated, and large-

scale wireless sensor networks (WSNs) based the participation among the noteworthy measure of nodes have turned into a hotly debated issue. 

"Large-scale" implies for the most part large region or high thickness of a system. As needs be the routing protocols must scale well to the 

system scope augmentation and node thickness increments. A sensor node is regularly energy-constrained and can't be energized, and in this 

manner its energy utilization has a very critical impact on the adaptability of the protocol. To the best of our insight, at present the standard 

strategies to tackle the energy issue in large-scale WSNs are the various leveled routing protocols. In a progressive routing protocol, every one of 

the nodes are separated into a few gatherings with various task levels. The nodes inside the abnormal state are in charge of data aggregation and 

administration work, and the low level nodes for detecting their environment and gathering data. The progressive routing protocols are ended up 

being more energy-proficient than level ones in which every one of the nodes assume a similar part, particularly as far as the data aggregation 

and the flooding of the control bundles. With concentrate on the various leveled structure, in this paper we give an understanding into routing 

protocols planned particularly for large-scale WSNs. As per the distinctive goals, the protocols are by and large ordered in light of various 

criteria, for example, control overhead decrease, energy utilization mitigation and energy adjust. Keeping in mind the end goal to pick up a 

thorough comprehension of every protocol, we feature their imaginative thoughts, portray the basic standards in detail and break down their 

points of interest and hindrances. Also a correlation of each routing protocol is led to exhibit the contrasts between the protocols as far as 

message unpredictability, memory necessities, localization, data aggregation, bunching way and different measurements. At last some open 

issues in routing protocol plan in large-scale wireless sensor networks and conclusions are proposed. 
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I. Introduction 

Late advances in micro-electro-mechanical systems and low 

power and exceptionally incorporated computerized 

electronics have prompted the improvement of micro-

sensors. As the cost of the individual sensors has been 

decreased, it has turned out to be attainable to send large 

quantities of sensors in a pertinent district, constituting 

large-scale wireless sensor networks (WSNs). When all is 

said in done, the application situations of a WSN 

incorporate target field imaging, interruption discovery, 

climate observing, security and strategic observation, 

dispersed processing, distinguishing encompassing 

conditions, for example, temperature, development, sound, 

light, or the nearness of specific items, stock control, and 

calamity administration [1]. Large-scale organization of the 

hubs can expand the exactness of the data and upgrade the 

degree for identification, et cetera. Along these lines 

examine concentrating on large-scale WSNs has pulled in 

considerably more consideration.  

Contrasted and typical ad hoc networks, there are some 

extraordinary contemplations concerning directing 

convention outline for WSNs. Above all else, on the 

grounds that the individual sensor gadgets have restricted 

power and battery substitution or reviving is normally not 

down to earth, any directing convention must work in a 

vitality effective way. In addition, the hubs in the system are 

dependably arbitrarily sent and the position data isn't 

accessible without a Global Positioning System (GPS) 

benefit for monetary cost diminishment. Particularly in 

large-scale WSNs where the quantities of hubs can achieve 

thousands or considerably more, the versatility goal of the 

directing convention to deal with the long separation which 

the detected information must go from sensors to 

accumulation hubs and the tremendous measure of system 

overhead should be mulled over.  

Regularly, as indicated by the fundamental system structure, 

the traditional WSNs directing conventions fall into three 

classes known as level, various leveled and area based [1]. 

In level networks, every one of the hubs assume a similar 

part and arrange to transfer the detected parcels to particular 

sink hubs. The steering conventions having a place in this 

classification incorporate Sensor Protocols for Information 

by means of Negotiation (SPIN [2,3]), Directed Diffusion 

(DD [4]), Rumor Routing [5], Gradient-based directing 

(GBR [6]), Energy-Aware Routing (EAR [7]), and the 

Minimum Cost Forwarding Algorithm (MCFA [8]), and so 

on. In progressive networks, every one of the hubs are 

separated into a few gatherings with various duty levels. The 

abnormal state hubs are in charge of total and some 

administration work, and the low level hubs for detecting 

the environment and gathering data. There are additionally a 

lot of steering conventions in this progressive family, for 

example, Low Energy Adaptive Clustering Hierarchy 

(LEACH [9]), Threshold-Sensitive Energy Efficient Sensor 

Network Protocol (TEEN [10]), Minimum Energy 

Communication Network (MECN [11]), Self-Organizing 

Protocol (SOP [12]), Sensor totals directing [13], Virtual 
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Grid Architecture steering (VGA [14]), and Hierarchical 

Power-Aware Routing (HPAR [15]), and so forth. Area 

based conventions use positional data to hand-off 

information to some coveted locales rather the entire system, 

while additional equipment gadgets for securing the area of 

different hubs is essential. The conventions falling into this 

part incorporate Geographic Adaptive Fidelity (GAF [16]), 

Geographic and Energy Aware Routing (GEAR [17]), 

Greedy Other Adaptive Face Routing (GOAFR [18]), and 

Span [19], and so on.  

In the writing there are various and rich works looking over 

the directing conventions for WSNs from various 

perspectives and with various concerns. They all break 

down the qualities and shortcomings of the individual 

steering conventions, however none of the papers has 

concentrated on the versatility target of the conventions 

particularly intended for large-scale WSNs. For example, 

Al-Karaki et al. in [1] introduced a far reaching overview of 

steering procedures which are grouped in light of the system 

structure and convention operation separately, and sketched 

out difficulties and future research headings in this 

perspective. Luo et al. given in [20] a review of existing 

directing conventions that help information combination in 

wireless sensor networks. They sorted the calculations as 

steering driven, coding-driven and combination driven, 

contingent upon their outline standards. Alwan et al. in [21] 

outlined blame tolerant directing methods in WSNs, 

ordering them into two principle plans: retransmission based 

and replication based. It ought to be noticed that bunching is 

a rich strategy for gathering sensor hubs, in the mean time 

making information conglomeration doable and more 

effective. A case of this strategy would be the previously 

mentioned LEACH. The creators in [22,23] grouped the 

progressive conventions as indicated by the destinations, the 

coveted bunch properties and the grouping procedure. Again 

the papers looked into the general conventions for WSNs, 

yet not separating them for large-scale situations or not. 

Truth be told, every one of the papers abridged and 

examined the directing conventions with various necessities, 

for example to drag out the system lifetime, to adjust vitality 

utilization, to diminish general system overhead and so forth 

in view of the large arrangement of the sensor hubs. To the 

best of our insight, the work exhibited in this paper is the 

primary endeavor at a far reaching overview with 

concentrate on the versatility of the steering conventions. 

Thus, in this paper we will give a knowledge into the 

various leveled conventions planned particularly for large-

scale WSNs and think about their advantages and 

disadvantages in measurements like message multifaceted 

nature, memory necessity, bunch development and support, 

information accumulation, vitality utilization, arrange 

lifetime, end-to-end defer and so forth to extend organize 

scale. We classify them as indicated by their plan objective 

as control overhead decrease, vitality utilization moderation 

and vitality adjust, with the objective of expanding vitality 

proficiency. 

In this paper we present a survey of recent advances in 

routing protocols for large-scale WSNs, our aim is to 

provide a full understanding of research challenges in the 

emerging protocols. The rest of the paper is organized as 

follows: in Section 2, a detailed analysis of currently 

innovative protocols for large-scale WSNs is presented, with 

the objective of highlighting the critical factors influencing 

protocol design. Section 3 summarizes the characteristics of 

these protocols and compares them and we present the 

related open issues for the hierarchical routing protocol 

design. Finally, we conclude with final remarks in Section 4. 

II. Routing Protocols in Large-Scale WSNs 

We discuss first the state-of-the-art routing protocols for 

large-scale WSNs. Due to the particularities of a large-scale 

WSN, how to enhance the energy efficiency is a problem of 

great significance. We summarize the methods for 

improving energy efficiency such as control overhead 

reduction, energy consumption mitigation and energy 

balance according to their motivation. The classification is 

shown in Figure 1. 

 

Figure 1: Routing protocols in large-scale WSNs: a taxonomy. 
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Control overhead diminishment based classification: such 

directing conventions intend to lessen the control overhead 

to improve the vitality proficiency with the objective of 

broadening system life span. They utilize inventive outlines 

to rearrange the course development process different 

strategies to substitute the steering procedure, along these 

lines the control overhead can be diminished.  

Vitality utilization moderation based classification: the 

steering conventions in this class intend to alleviate the 

vitality utilization. They abuse different intends to 

accomplish this objective, for example, dynamic occasion 

grouping, multi-jump correspondence, helpful 

correspondence et cetera. These techniques can devour the 

vitality suitably and keep away from squandered vitality.  

Vitality adjust based classification: in this class, the 

directing conventions are proposed from various 

perspectives, however with a uniform target which is vitality 

adjust. At the point when a hub is allocated some excess and 

dreary missions what has been doled out to different hubs, 

the hub will devour vitality disproportionally and turn out to 

be rapidly futile. It creates the impression that vitality adjust 

based strategies can likewise enhance the vitality 

effectiveness of the sensor nodes.  

In the rest of this area we expand the above classes of 

steering conventions by giving a diagram of different 

calculations proposed in the writing under every 

classification. 

2.1. Control Overhead Reduction Algorithms 

DECROP. A simple but efficient routing protocol named 

Distributed and Effective Cluster Routing Protocol 

(DECROP) is proposed in [24] with the purpose of 

decreasing the number of control messages, shortening the 

average end-to-end delay and satisfying other requirements 

such as data aggregation etc. DECROP includes three 

processes: initialization with distributed cluster formation, 

data transmission and route maintenance. 

During the initialization period, a cluster is formed 

simultaneously to aggregate data packets from cluster 

members and to reduce transmission power during the 

delivery to the base station (BS). The initialization aims at 

making each sensor confirm its neighbor nodes and the pre-

hop node along the path to the BS which is node 0 in Figure 

2. Initially the BS broadcasts an initialization message. The 

node receiving the message for the first time takes the 

transmitter as the pre-hop node, and renews the transmitting 

ID in the message with its own ID and rebroadcasts the 

message. Then the receiver will ignore the subsequent 

messages. In the end, all the nodes build the forwarding path 

as Figure 2 shows. During the initialization and after 

collecting its neighbor information, the local sensor will 

announce itself as cluster head (CH) by broadcasting a 

declaration message when its total neighbor count reaches 

N. N is a network parameter associated with communication 

radius and nodes deployment. The one-hop neighbors start 

to join the cluster by sending request messages and the two-

hop neighbors have to resort to the one-hop neighbors by 

delivering request messages. Therefore, the clusters are 

created in two hops instead of the club structure (one hop). 

It is possible that some nodes are far away from the cluster 

head and have not joined any cluster. As shown in Figure 2, 

the red double-head arrow represents that node 21 is a single 

node that has not joined any cluster. 

 

 

Figure 2: Distributed cluster forming process in DECROP. 

During data transmission, the cluster head aggregates data 

packets from the cluster members, tags the packets with 

cluster head information, and delivers them to the pre-hop 

nodes which are confirmed during initialization process. 

During the delivery of the packets, the intermediate nodes 

could record the path backwards to the specific cluster head. 
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By this way, it is convenient to route packets from the BS to 

the destinations according to its cluster head information. As 

a special case shown in Figure 2, node 21 is sending its data 

packets directly to the pre-hop node instead of any cluster 

head. When these packets arrive at a cluster head, node 21 

will be incorporated in its cluster. If some links are broken, 

the route maintenance process is triggered. The downstream 

node will broadcast an error message including the 

unreachable pre-hop node and its hop count towards the BS. 

One of the receivers will reply the message and act as the 

new pre-hop node if the unreachable node is not its own pre-

hop node and its hop count towards the BS is less than that 

recorded in the error message. 

After the initialization process, all the nodes will have 

constructed the forwarding path thus saving a large amount 

of time and overhead for building routes. The adoption of 

the cluster model enables the data aggregation. In the 

cluster, the nodes are organized by two hops instead of the 

conventional club way (such as the single-hop 

communication in LEACH [9]) and the amount of clusters is 

reduced accordingly. However, when the cluster is larger, 

the energy consumption of the cluster head is increased 

considerably. Another disadvantage is that the tree route 

makes the nodes closer to the BS consume energy faster 

which will reduce the overall network lifespan. 

ONCP. Wu et al. in [25,26] proposed a routing solution 

called Off-Network Control Processing (ONCP) that 

achieves control scalability in large-scale sensor networks 

by handing over certain amount of routing functions to an 

―off-network‖ server. The function of the ONCP server is to 

compute the ―coarse grain‖ global routing, which consists of 

a sequence of regions. During the delivery of sensing task 

along the global routing, a ―fine grain‖ local routing is 

performed by the local sensor nodes. By this tiered routing 

approach, wide dissemination of network control messages 

is avoided. As depicted in Figure 3, the sensing area is pre-

partitioned into regions, in which each sensor node 

maintains a never changed region ID. 

 

 

Figure 3: Network and application model of ONCP. 

The nodes periodically update the ONCP server with 

information about the residual energy in the region and the 

inter-connectivity metrics between regions. The latter is 

defined as the residual energy of the sensor nodes having 

direct connection with the ones in the neighboring region. 

Based on these updates, the server is able to compute the 

most energy-optimal global routes from each region to an 

appropriate base station upon receiving sensing requests 

from users. It should be noted that the global route consists 

of a sequence of regions from the source region to an 

appropriate base station. The sensing task request is source 

routed to the desired region using the region-level global 

route and the local routes computed on-demand during the 

propagation. Then the target sensors start generating data at 

the specified rate, and send the data to the appropriate base 

station along the global route and the local routes outlined 

above in the reverse order. 

Min-hop routing and MaxMin routing [27] are used to 

compute the global route in order to minimize the end-to-

end energy consumption and evenly distribute the energy 

consumption loads on regions to avoid traffic hot-spots. For 

a given base station and target sensing region, first the 

MaxMin value of paths is found, and then the smallest hop-

counts path among them is chosen. During the construction 

of local routes, clustering is adopted as a technique to avoid 
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redundant broadcasts and too much overhead introduction. 

A cluster head originates and broadcasts a local route 

request message, which contains the originating cluster head 

ID, the originating region ID, the target region ID, and a 

hop-count field. After receiving the message from its own 

region, the cluster head increments the hop-count of the 

message and re-floods the message. When the message 

arrives at a neighboring region that is not the target region, 

the receivers will discard the message. When the message 

arrives at the target region, the cluster head replies a local 

route reply message, which is to be forwarded back to the 

originating cluster head through the reverse pointers set up 

during the route request message flooding. By this way, the 

control message is constrained in the sequence regions of 

the global route. 

An advantage of ONCP is that the control overhead incurred 

during the construction of ―fine grain‖ and local route will 

not grow exponentially as the network expands by 

computing the ―coarse grain‖ global route, because the 

overhead in the area of sequence regions of global route is 

limited. Therefore ONCP scales well with growing network 

size. However, its benefits could be sustained only when the 

overhead of network status update and sensing task 

dissemination is lower than the control overhead of global 

route creation message flooding in other competing 

approaches. In addition the pre-configuration of region ID in 

each sensor node adds implementation complexity of 

ONCP. 

2L-OFFIS. In order to prolong the network lifetime, 

Jamalipour et al. [28] proposed a two-layer OFFIS (2L-

OFFIS) based on Optimized Forwarding by Fuzzy Inference 

System (OFFIS) [29] presented earlier. In 2L-OFFIS, the 

cluster structure inherited from LEACH is adopted, but with 

either intra-cluster or inter-cluster multi-hop routing during 

data transmission. A fuzzy inference system is introduced to 

consider a collection of metrics such as distance, power and 

link usage in deriving the optimal path from the source to 

the destination. 

2L-OFFIS includes two parts, which are formation of cluster 

and data forwarding. In the first phase, the algorithm inherits 

the feature of LEACH in grouping sensor nodes. That is the 

nodes choose themselves as the cluster heads based on a 

pre-defined probability and then the sensors pick up a CH to 

join the cluster based on the receiving signal strength from 

the CH. Time division multiple access (TDMA) is used in 

each cluster when transmitting sensed packets in order to 

power off the transceiver until the right assigned time slots. 

The only differentiation with LEACH is that in 2L-OFFIS 

the more distant nodes will get earlier slots and the closer 

nodes will get later slots. In the second phase, the sensed 

data will be first delivered to the corresponding CH and then 

transmitted to the sink node. During the delivery, either 

intra-cluster or inter-cluster, OFFIS is applied to select the 

next hop among its neighbors. It works as follows: the 

forwarding node utilizes its neighbors’ location information 

to calculate the distance between the node and its neighbors 

and the distance between its neighbors, and the linear 

distance between the source and the destination is also 

required. Besides, the neighbor’s battery usage and link 

usage are also combined to make a fuzzy inference used to 

select a neighbor node as the next hop. Generally, the 

nearest node from the source and from the shortest path, also 

with the most abundant resource will be selected as the next 

hop. As shown in Figure 4, blue nodes are the candidate 

nodes in the forwarding path, and yellow nodes are 

discarded. 

 

Figure 4: Election of relay nodes in OFFIS. 

 

In this protocol, a GPS positioning service or some 

localization algorithms are assumed to be available. 

Therefore the routing protocol is more scalable than that 

without position awareness. The next hop during 

transmission is chosen independently without route request 

flooding in the whole network, and so there is no need to 

maintain the ID of each sensor node. Additionally, every 

sensor node just needs to maintain the neighbor information, 

and accordingly the storage costs to store the routing table 

are saved. In a word, the energy consumption will be 

reduced thanks to these advantages and the network lifespan 

will be prolonged. However, the assumption of a GPS 

positioning service will increase the monetary costs and the 

multi-hop routing increases the end-to-end delay with 

respect to the single hop routing used in LEACH. 

III. Comparison among the Routing Protocols and 

Open Issues 

Our survey shows that each of the various routing protocols 

has its own strengths and weaknesses, the chief reason being 

that the design of protocols depends mainly on the different 

objectives. We summarize recent results on routing 

protocols in large-scale WSNs in Table 1. The table shows 

how different routing protocols fall under different 
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categories, and also compares them according to different metrics. A brief explanation for these metrics follows: 

Table 1. 

Comparison of different routing protocols. 
 

Classification Message 

Complexity 

Memory 

Requirement 

Localization Data 

Aggregation 

Clustering 

Manner 

Intra-

Cluster 

Topology 

Cluster 

Head 

Election 

Multi-

path 

routing 

DECROP 

[24] 

control 

overhead 

reduction 

O(n)2 Low O(n)7 NO YES proactive multi-hop node’s 

degree 

NO 

ONCP 

[25,26] 

control 

overhead 

reduction 

O(n) Low O(n)7 NO NO reactive single 

hop 

residual 

energy 

NO 

2L-

OFFIS 

[28] 

control 

overhead 

reduction 

O(n)2 Low O(n)8,10 YES YES proactive multi-hop random NO 

ARPEES 

[30] 

energy 

consumption 

mitigation 

O(n)2 Low O(n)1 NO YES reactive single 

hop 

residual 

energy, 

information 

quantity 

NO 

DGMA 

[32] 

energy 

consumption 

mitigation 

O(n) Low O(n)1,5 YES YES reactive multi-hop event 

severity 

NO 

DMSTRP 

[34] 

energy 

consumption 

mitigation 

O(nlog n)3 Low O(n)9 NO YES proactive multi-hop random NO 

 

n = number of network nodes; g = number of the 

clusters; m = number of the edges. 

1
To store neighbor information. 

2
Flooding-based. 

3
The construction of a minimum spanning tree [50]. 

4
GPS-multicast. 

5
Depends on unicast routing protocol. 

6
O(n * g) if group information is maintained on each node. 

7
To store the pre-hop information to the base station. 

https://www.ncbi.nlm.nih.gov/pmc/articles/PMC3231341/#b24-sensors-11-03498
https://www.ncbi.nlm.nih.gov/pmc/articles/PMC3231341/table/t1-sensors-11-03498/#tfn3-sensors-11-03498
https://www.ncbi.nlm.nih.gov/pmc/articles/PMC3231341/table/t1-sensors-11-03498/#tfn8-sensors-11-03498
https://www.ncbi.nlm.nih.gov/pmc/articles/PMC3231341/#b25-sensors-11-03498
https://www.ncbi.nlm.nih.gov/pmc/articles/PMC3231341/#b26-sensors-11-03498
https://www.ncbi.nlm.nih.gov/pmc/articles/PMC3231341/table/t1-sensors-11-03498/#tfn8-sensors-11-03498
https://www.ncbi.nlm.nih.gov/pmc/articles/PMC3231341/#b28-sensors-11-03498
https://www.ncbi.nlm.nih.gov/pmc/articles/PMC3231341/table/t1-sensors-11-03498/#tfn3-sensors-11-03498
https://www.ncbi.nlm.nih.gov/pmc/articles/PMC3231341/table/t1-sensors-11-03498/#tfn9-sensors-11-03498
https://www.ncbi.nlm.nih.gov/pmc/articles/PMC3231341/table/t1-sensors-11-03498/#tfn9-sensors-11-03498
https://www.ncbi.nlm.nih.gov/pmc/articles/PMC3231341/table/t1-sensors-11-03498/#tfn9-sensors-11-03498
https://www.ncbi.nlm.nih.gov/pmc/articles/PMC3231341/#b30-sensors-11-03498
https://www.ncbi.nlm.nih.gov/pmc/articles/PMC3231341/table/t1-sensors-11-03498/#tfn3-sensors-11-03498
https://www.ncbi.nlm.nih.gov/pmc/articles/PMC3231341/table/t1-sensors-11-03498/#tfn2-sensors-11-03498
https://www.ncbi.nlm.nih.gov/pmc/articles/PMC3231341/#b32-sensors-11-03498
https://www.ncbi.nlm.nih.gov/pmc/articles/PMC3231341/table/t1-sensors-11-03498/#tfn2-sensors-11-03498
https://www.ncbi.nlm.nih.gov/pmc/articles/PMC3231341/table/t1-sensors-11-03498/#tfn2-sensors-11-03498
https://www.ncbi.nlm.nih.gov/pmc/articles/PMC3231341/table/t1-sensors-11-03498/#tfn2-sensors-11-03498
https://www.ncbi.nlm.nih.gov/pmc/articles/PMC3231341/#b34-sensors-11-03498
https://www.ncbi.nlm.nih.gov/pmc/articles/PMC3231341/table/t1-sensors-11-03498/#tfn4-sensors-11-03498
https://www.ncbi.nlm.nih.gov/pmc/articles/PMC3231341/table/t1-sensors-11-03498/#tfn10-sensors-11-03498
https://www.ncbi.nlm.nih.gov/pmc/articles/PMC3231341/#b50-sensors-11-03498
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8
To store the routes information to base-station. 

9
To store the link-state. 

10
To store the cluster-head information. 

Low- The polynomial is linear with the network size, such 

as O(n); Medium- The polynomial is quadratic in the 

network size, such as O(n * g) where parameter g indicates 

the number of the clusters and is related to the network size. 

Message Complexity. An inevitable consideration in the 

scalability of routing protocols is the complexity properties 

of routing protocols. Especially message complexity, which 

represents the number of the exchanged messages needed 

for route discovery, plays a significant role in the 

assessment of the scalability of routing protocols. In general, 

the total number of messages exchanged for route discovery 

depends on the overall network size, such as the total 

number of the nodes in the network or the total diameter (in 

terms of number of wireless hops) of the network. For 

instance, O(n) describes the message complexity when each 

node has to rebroadcast a packet, and the 

complexity O(n√) represents that a particular or several 

routing path are followed. A polynomial O(n) is related to 

parameter n representing the number of the nodes in the 

network, and that means the polynomial is linear with the 

network size. However, to the best of our knowledge, the 

existing formally analyzed routing protocols do not scale 

well with the total network size. There is a protocol named 

cluster overlay broadcast (COB) [46] used in mobile ad-

hocnetworks (MANETs); its message complexity is 

quadratic in the shortest source-destination distance and 

independent of the total number of nodes in the network, 

and this protocol is proved more scalable in large-scale 

network. Although COB was originally applied for 

MANET, it was extended to the scenario of WSNs [47]. 

Reducing the message complexity and overhead, this 

heuristic idea deserves to be considered in the routing 

protocol design for large-scale WSNs. 

Memory Requirement. The memory requirements of the 

whole network depend on whether each node has to store 

some data or routing information, such as the data packets 

which are waiting to be forwarded, neighbor information, 

cluster information, route information and so on. This can be 

represented by a polynomial which is related to the 

parameter n concerning the number of the nodes. For 

instance, if each node has to store its neighbor information, 

the memory requirement can be described by O(n). Please 

note that the result of the memory requirement represents 

the worst network case discussed in this paper. For instance, 

a method of event-based clustering is proposed in ARPEES 

[30] and this method requires the nodes nearby the event 

store their neighbor information, we assume that the events 

occurs in the whole network, and thus all the nodes of the 

network need to store the neighbor information instead of 

particular nodes. With the network density enhancing 

caused by the increase of the network size, the nodes need to 

store many more information. Due to the limited memory 

capacity of the large-scale WSNs, however, how to 

efficiently utilize these storage resources is of great 

significance for enhancing the scalability of the routing 

protocols. 

Localization. Position information is of great help to 

enhance the accuracy and the efficiency of routing 

protocols, and generally this information can be acquired by 

GPS. In 2L-OFFIS [28], the nodes can get the position 

information, and that makes the directed transmission 

substitute for broadcast communication of the control 

packet. Therefore the control overhead is decreased. 

However, the utilization of GPS increases the economic 

costs, which makes the use of GPS in large-scale 

deployment of sensors impractical. 

Data Aggregation. The advantage of hierarchical networks 

over flat networks is apparent, because in the former 

network data aggregation could be conducted at cluster head 

nodes. These nodes collect the sensed messages from its 

member nodes, and remove the redundant part, thus 

reducing the total messages towards the sink nodes. By this 

means, the network energy efficiency is improved. 

Clustering Manner. ―Proactive‖ means that the clustering 

of the network is operating before the network operates. 

Because the clustering is carried out in the entire network 

and it needs a long time to maintain, it will create more 

energy cost than ―reactive‖ clustering which is triggered on 

demand, such as the occurrence of some event. In some 

emergent cases, the performance of ―reactive‖ routing is not 

time-sensitive enough. 

Intra-cluster Topology. In a cluster, the single hop 

topology can reduce the end-to-end delay to a certain 

degree, whereas a significant advantage of the multi-hop 

topology is energy-efficiency. Especially in DMSTRP [34], 

the topology of the spanning tree, which consists of the 

multi-hop structure, not only reduces the transmission 

energy through decreasing the average transmission 

distance, but also alleviates the collisions in clusters with a 

schedule scheme utilizing the tree structure. 

Cluster Head Election. According to the different 

objectives of each protocol, these protocols have different 

ways of electing the cluster heads. In ONCP, for instance, 

―residual energy‖ is chosen as the criteria to select cluster 

head to ensure that the cluster head has enough residual 

energy to process and deliver data packets. That makes the 

nodes energy-balanced to a certain degree. 

Multi-Path Routing. Multi-path routing implies the 

movement is conveyed along a few paths with a specific end 

goal to adjust the vitality utilization of sensors along the 

single path. By this technique, the information parcels could 

at present be conveyed effectively on account of path 

disappointment, in this way guaranteeing the dependable 

conveyance of bundles. In any case, a lack is substantially 

more overhead might be brought about inferable from a few 

sensor hubs must be chosen as the following jumps.  

In progressive routing conventions, some sensor hubs are 

gathered to productively hand-off the detected information 

to the sink. The bunch head assumes the specific part of 

performing information accumulation and sending it to the 

https://www.ncbi.nlm.nih.gov/pmc/articles/PMC3231341/#b46-sensors-11-03498
https://www.ncbi.nlm.nih.gov/pmc/articles/PMC3231341/#b47-sensors-11-03498
https://www.ncbi.nlm.nih.gov/pmc/articles/PMC3231341/#b30-sensors-11-03498
https://www.ncbi.nlm.nih.gov/pmc/articles/PMC3231341/#b28-sensors-11-03498
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sink for benefit the hubs inside its group. Along these lines, 

how to shape the bunch is an all the more fascinating and 

basic research issue concerning such conventions with the 

goal that the vitality utilization and different correspondence 

measurements, for example, inertness are improved. 

Furthermore, because of the quantity of sensor hubs is 

significantly expanded in huge scale WSNs, the hubs close-

by the sink will accept more information sending 

undertakings so the vitality of these hubs is exhausted 

quickly. That makes the various leveled routing convention 

configuration testing.  

As per the talk of the routing conventions for huge scale 

WSNs in Section 2, it can be presumed that the flooding is 

typically utilized for course disclosure, course upkeep and 

topology refresh in the greater part of the routing 

conventions said. In expansive scale WSNs, this flooding 

causes such intemperate message crashes that the system 

effectiveness is diminished. Be that as it may, the flooding 

has evident preferences over the area based unicast/multicast 

in intricacy and financial cost without extra gear, for 

example, GPS. Along these lines, look into on flooding 

procedure is important. For example, a productive flooding 

plan utilizing 1-bounce neighbor data in an impromptu 

system was proposed in [48]. In this plan, one-bounce 

neighbor data can be gotten by trading the HELLO 

messages in the MAC layer. By picking the base sending 

hubs, excess flooding messages are lessened. Furthermore 

the connected dominating set (CDS) [49] procedure can be 

additionally used for lessening the excess flooding 

messages. Since daze flooding issue likewise exists in a 

huge scale remote sensor organize, these effective flooding 

plans are deserving of usage.  

In a vast scale WSN, the organization of the sensor hubs is 

thick, and the topology of the system correspondence is self-

sorting out and dynamical. In spite of a wired system, a 

remote sensor arrange does not have a viable spine structure, 

and consequently the general hubs in the system must be in 

charge of routing procedures and upkeep of the routing data. 

The conventions based the dissemination instrument of the 

entire system will strongly lessen the use effectiveness of 

system asset. This issue will turn out to be more evident in 

vast scale WSNs. A run of the mill arrangement is the 

virtual spine organize routing strategy. For example, a 

convention named clique clustering (CC) for spine 

arrangement is proposed in [51], which intends to 

proficiently manage those system progression that are 

common of expansive scale WSNs. Through the spine 

organize, some appropriate sub-systems are decided for 

building correspondence arrange, and the spine hubs having 

a place with the sub-arrange are utilized to keep up routing 

data and catch the topology development of the entire 

system. These practices mean to decrease the routing 

overhead and spare system assets at most extreme, and 

adjust the course changes which originate from the vitality 

consumption of the hubs. As indicated by the dialog of the 

qualities of the routing conventions in vast scale WSNs, 

there exist open issues which merit concentrating on. 

 Through making the complexity of the routing 

protocol reduced or not related to the network size, 

the routing protocol will appear to be much more 

scalable. 

 The hierarchical routing protocol is a mainstream 

method to solve the scalability problem of large-

scale networks, but the factors affecting the cluster 

formation and cluster-head communication are 

worth reconsidering in future. 

 An efficient flooding scheme is challenging in 

large-scale WSNs. 

 The virtual backbone technique can efficiently 

enhance the utilization of the network resource, 

which deserves to be further investigated. 

IV. Conclusions 

At display routing in expansive scale WSNs is a hot 

research point, with a constrained yet quickly developing set 

of endeavors being distributed. In this paper we have led a 

far reaching overview of the different routing conventions in 

expansive scale WSNs, which is the principal endeavor in 

the region. We ordered the routing conventions as control 

overhead decrease, vitality utilization moderation and 

vitality adjust ones, contingent upon their plan targets. We 

displayed a correlation of the routing conventions examined 

in the work regarding message intricacy, memory 

prerequisite, confinement, information conglomeration, 

clustering way, intra-bunch topology, group head 

determination and multi-path routing. Through these 

measurements, the sensible clarifications of their qualities 

and shortcomings were given.  

In spite of the fact that the exhibitions of these conventions 

are empowering for enhancing adaptability of substantial 

scale WSNs, a few issues stay to be considered. Above all 

else, as the quantity of hubs in expansive scale WSNs 

expands, the thickness of the system is expanded. In this 

way, more repetitive data is made and this makes the system 

blockage more genuine. Then again, in some harsh and 

insecure situations, a specific level of excess might be 

alluring to give the system dependability. An exchange off 

between the excess decrease and the repetition usage is 

testing. What's more, information transmission delays are an 

unavoidable issue when time-touchy errands, for example, 

fire cautions are doled out to a whole system. For this 

situation, routing must be set up ahead of time and looked 

after always. Inserting this thought in the routing 

configuration is alluring. Besides, in an expansive scale 

arrange, correspondence joins turn out to be longer and the 

organization of the hubs ends up plainly denser. The 

likelihood of connection disappointment turns out to be 

more regular [52]. Work towards creating methods for 

rapidly re-building up substantial courses is probably going 

to be of higher significance for enhancing the vigor of 

extensive scale remote sensor systems.  

Additionally research ought to consider other system 

execution criteria, for example, the nature of administration 

(QoS) issues postured by the utilization of video and 

imaging sensors for the constant applications, and hub 

versatility in some exceptional conditions. In any case, with 

the expanding functionalities accessible to a remote sensor 
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hub, more muddled errands which include more vitality 

utilization and system overhead might be doled out to the 

sensor hubs, so how to build vitality effectiveness and 

adaptability of the system remains a testing research range. 
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