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Abstract— Whenever big data term is concerned the most important concern is privacy of data. One of the most common methods use random 

permutation techniques to mask the data, for preserving the privacy of sensitive data. Randomize response (RR) techniques were developed for 

the purpose of protecting surveys privacy and avoiding biased answers. The proposed work is to enhance the privacy level in RR technique using 

four group schemes. First according to the algorithm random attributes a, b, c, d were considered, then the randomization have been performed 

on every dataset according to the values of theta. Then ID3 and CART algorithm are applied on the randomized data.  
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1. INTRODUCTION 

As it is known that business data and business 

information both are very important terms in data mining. 

Day by day these are getting new steps has build upon 

previous one. 

A. Process of Data Mining 

There are basic for steps composed in Data Mining [6]. 

This consists of transforming the already summarized data 

found in a data warehouse into information producing useful 

results through: 

• Selection of Data 

• Transformation of Data 

• Extracting the Data 

• Results Interpretation 

For selecting the data first of all data is gathered for 

analysis. As shown in Figure 2, the relevant information will 

be extracted by data-mining tool from the data warehouse 

environment 

.  

Fig. 1. Data Mining Process 

According to [7] the following terms explain data 

mining: 

• Data, Information, and Knowledge 

• Need of data mining 

• Working of data mining 

2. LITERATURE SURVEY 

This survey included various types of techniques used in 

data mining. Mainly the techniques are divided in two 

sections: 

• Classical Techniques: This technique includes, 

Statistics Neighborhoods and Clustering 

• Next Generation Techniques: This technique 

includes Trees, Networks and Rules [8] 

A. Privacy Preserving Data Mining (PPDM) 

PPDM is a novel research direction in data mining and 

statistical databases, where data mining algorithms are 

analyzed for the side-effects they incur in data privacy. The 

main consideration in privacy preserving data mining is 

twofold. First, sensitive raw data like identifiers, names, 

addresses and the like should be modified or trimmed out 

from the original database, in order for the recipient of the 

data not to be able to compromise another person’s privacy. 

Second, sensitive knowledge which can be mined from a 

database by using data mining algorithms should also be 

excluded, because such knowledge can equally well 

compromise data privacy, as it will be indicated.  

B. PROPOSED APPROACH 

This work has proposed an approach for privacy 

preserving data mining using randomized response 

technique. This work uses ID3 and CART algorithm to 

enhance the privacy of the secret data. The problem with the 

previous work for three groups of data sets using ID3 

algorithm was that it was not checking the group 

performance at every step and the privacy level was not very 

high [11].  

A. The Basic idea of ID3 Algorithm 

ID3 algorithm uses information entropy theory to select 

attribute values with maximum information gain in the 
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current sample sets as the test attribute. The division of the 

sample sets is based on the value of the test properties, the 

numbers of test attributes decide the number of subsample 

sets; at the same time, new leaf nodes grow out of 

corresponding nodes of the sample set on the decision tree. 

Since simpler the decision tree structure the easier is to 

summarize the law of things in nature. The average paths 

from the non-leaf nodes to the descendant nodes are expected 

the shortest, i.e. the average depth of the generated decision 

tree should be minimum, which requires choosing a good 

decision on each node. Therefore, the algorithm selects the 

greatest attribute with the most information gain as a test 

property on each non-leaf node. ID3 algorithm divides 

sample sets into the training sample sets and the test sample 

sets. The decision tree construction produced on learning the 

training sample sets. After decision tree generation, the test 

sample sets are used to prune the tree off the non-eligible leaf 

nodes with inaccuracy of the inductive learning prediction 

[12].  

B. CART Algorithm 

Classification and Regression Trees is a classification 

method which uses historical data to construct so-called 

decision trees. Decision trees are then used to classify new 

data. In order to use CART the number of classes should be 

known a priori. Decision trees are represented by a set of 

questions which splits the learning sample into smaller and 

smaller parts. CART asks only yes/no questions. The process 

is then repeated for each of the resulting data fragments [13]. 

The basic idea of tree growing is to choose a split among 

all the possible splits at each node so that the resulting child 

nodes are the “purest”. In this algorithm, only univariate 

splits are considered. A tree is grown starting from the root 

node by repeatedly using the following steps on each node. 

Step 1: Find each predictor’s best split. 

Step 2: Find the node’s best split. 

Among the best splits found in step 1, choose the one that 

maximizes the splitting criterion. 

Step 3: Split the node using its best split found in step 2 if 

the stopping rules are not satisfied. 

C. Randomized Response Techniques 

Randomized Response (RR) techniques were developed 

for the purpose of protecting survey’s privacy and avoiding 

answer bias mainly. They were introduced by Warner (1965) 

[14] as a technique to estimate the percentage of people in a 

population U that has a stigmatizing attribute A. In such 

cases respondents may decide not to reply at all or to 

incorrectly answer defined the Warner’s original method 

different RR procedure. The usual problem faced by 

researchers is to encourage participants to respond, and then 

to provide truthful response in surveys. The RR technique 

was designed to reduce both response bias and non-response 

bias, in surveys which ask sensitive questions. It uses 

probability theory to protect the privacy of an individual’s 

response, and has been used successfully in several sensitive 

research areas, such as abortion, drugs and assault. The basic 

idea of RR is to scramble the data in such a way that the real 

status of the respondent cannot be identified [15 

In Related-Question Model, instead of asking each 

respondent whether he/she has attribute 0, the interviewer 

asks each respondent two related questions, the answers to 

which are opposite to each other. For example, the questions 

could be like the following. If the statement is correct, the 

respondent answers “yes”; otherwise he/she answers “no”. 

Similar as described in [16]. 

• I have the sensitive attribute A. 

• I do not have the sensitive attribute A. 

• Groups Scheme 

In the one-group scheme, all the attributes are put in the 

same group, and all the attributes are either reversed together 

or keeping the same values. In other words, when sending the 

private data to the central database, users either tell the truth 

about all their answers to the sensitive questions or tell the lie 

about all their answers. The probability for the first event is θ 

and the probability for the second event is (1 − θ).. To 

simplify the presentation, P (001) is used to represent  

Because the contributions to P*(110) and P*(001) 

partially come from P (110) and partially come from P (001), 

the following equations can be used: 

By solving the above equations, the P(110) provide the 

information needed to build a decision tree. The general 

model for the one-group scheme is described in the 

following:  

Similarly we can calculate for two group, tree group and 

four groups.  

 

Building Decision Trees 

The decision tree is one of the classification methods. A 

decision tree is a class discriminator that recursively 

partitions the training set until each partition entirely or 

dominantly consists of examples from one class.  

C. CONCLUSION AND FUTURE SCOPE 

This survey concludes a different approach for enhancing 

the privacy of the sensitive data in data mining. 
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