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Abstract: Wireless sensor networks are expected to operate in an 

unattended manner for long periods of time. As a result, different 

mobility models were proposed by many research papers in order to 
improve the performance and extend the lifetime of the network. In 

this paper a new sink mobility model that is based on kohonen self-

organizing maps is proposed in order to provide a mobile sink node 

with the ability to collect data from static sensor nodes. Moreover, 

the performance of the proposed mobility model was studied using 
NS-2 simulator under different network sizes and movement speeds 

of the mobile sink. Finally, the performance of the proposed model 

was evaluated based on different performance metrics namely, end-

to-end delay, packet delivery ratio and throughput.   
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1. Introduction 

Wireless sensor networks (WSNs) are distributed 

architectures composed of hundreds or thousands of small, 

lightweight and battery operated static sensor nodes. 

Consequently, WSNs can be randomly deployed in the area of 

interest in order to measure specific phenomena of parameters 

such as humidity, pressure and temperature and so on. 

Therefore, WSNs have many applications in various areas 

such as military, agricultural and healthcare [1][2].  

In WSNs, sensor nodes are not only responsible for collect 

information from the environment and reporting these 

information to the base station but also, they are required to 

forward and route messages sent by other sensor nodes until 

these messages are delivered to the base station. This approach 

helps to prolong the network lifetime by reducing the amount 

of energy consumed in communication sine every sensor node 

used multihop communication. Thus, every sensor nodes is 

communication with its neighbors only. On the other hand, 

sensor nodes that are close to the base station might consume 

most of their energy forwarding messages send by other 

sensor nodes. As a result, close sensor nodes will get there 

battery depleted quickly.  

To solve such problem, we proposed deploying an energy rich 

mobile sink that is responsible for collection information from 

static sensor nodes and report them to the base station. To 

achieve this goal, the mobile node will be moving within the 

network according to a specific mobility model and visit the 

static sensor nodes in order to collect data from them. In this 

paper, we propose a new intelligent sink mobility model, 

based on Kohonen self-organizing map, that assist the mobile 

sink visit static sensor nodes while taking the following 

constraints into account; first collect data from sensor nodes 

in a timely manner such that data gets reported to the base 

station before it becomes old and obsolete.   

Second reduce the amount of time between two consecutive 

visits of the same static sensor node. As a result, a  static sensor 

node do not need to store large amounts of data and suffer 

from buffer overflow.  

Therefore, average end-to-end delay, packet delivery ratio and 

throughput are the performance parameters that will be taken 

into consideration to study the performance of the proposed 

mobility model under different scenarios using NS-2  

simulator.  

The rest of this paper is organized as follows; in section 2 

related work is discussed and reviewed. After that, the 

proposed mobility model is presented in section 3. Simulation 

environment, metrics and scenarios are presented in section 4. 

In section 5 simulation results are discussed. Finally, the paper 

is concluded and directions of future work are provided in 

section 6. 

2. Related Work 
 

2.1. Kohonen Self-Organizing Map 

In this section, we study Kohonen self-organizing map (SOM) 

that was originally introduced by Kohonen [3] and is 

considered as a special class of artificial neural networks 

known as competitive neural networks paradigm [4]. The 

main idea behind SOM is to establish a topological 

relationship of input data using a learning scheme known as 

competitive learning. In this scheme, the output neurons that 

are fully connected to input nodes compete among each other 

in order to get activated. Based on the input value, output 

neurons compete to get activated and only one output neuron, 

winning neuron, wins the competition and gets activated [4]. 

To elaborate, for each input pattern fed to the map, all neuron 

calculate values to determine the degree of similarity 

according to a discriminate function. As a result, the most 

similar neuron to the input value is considered the winning 

neuron [5].  

Kohonen self-organizing map belong to the competitive 

neural networks paradigm and is based on a feed-forward 

structure consisting of single computational layer containing 

output neurons arranged in rows and columns. In other words, 

Kohonen self-organizing map can be considered as a system 

consisting of two layers namely; input layer and output layer. 

The input layer, represents the input data set that will be fed 

to the output neurons. The output layer consists of a set of 

output neurons organized in a two dimensional lattice where 

every output neuron is fully connected to the input nodes in 

the first layer. Figure 1 shows a two dimensional SOM. Worth 

noting, lattice with other dimensions can be used but two 

dimensional lattice is commonly used [4].   

To construct Kohonen self-organizing map, four major 

processes must be applied; Initialization, Competition, 

Cooperation and Adaptation that can be described as follows:  

a. Initialization 

In this phase synaptic weight of all connections in the network 

is initialized. This can be achieved by assigning them small 

values generated by a random number generator. According 

to [7], there are different approaches that can be adopted to 

initialize the self-organizing map such as using random values 
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or trying to reflect the input data distribution to the self -

organizing map. However, the authors of [4] argue that to 

avoid bias and to make sure that no prior order is enforced on 

the feature map it is better to use random number generator. 

 

Figure 1: Two Dimensional Kohonen Self-organizing Map 

[6] 

b. Competition 

After executing the initialization process, the algorithm 

proceeds to the competition process. In this process, every 

neuron calculates its own respective value for each input 

pattern based on a discriminant function. Consequently, the 

neuron whose discriminant function value is the closest to the 

input pattern is the winning neuron [4][6]. 

To elaborate, if the input space consists of D input nodes i.e. 

the input space is D dimensional, the input pattern can be 

represented according to Eq. 1 which is adapted from [4] 

𝑥 = [𝑥1,𝑥2,… , 𝑥𝐷]𝑇                                                            (1) 

Since neurons in the output layer are fully connected to all 

input nodes in the input layer, the dimension of the synaptic 

weight vector for each neuron must be the same as that in the 

input space. As a result, Eq. 2 can be used to denote synaptic 

weight vector of neuron j [4]  

𝑤𝑗 = [𝑤𝑗1, 𝑤𝑗2, … , 𝑤𝑗𝐷]𝑇           ,𝑗 = 1, 2, … , 𝑁                           (2) 

where N represents the number of neurons in the output layer.  

To find the winning neuron that provides the best match for 

the input patter x, the inner product of 𝑤𝑗
𝑇 𝑥 is calculated for 

each neuron based on the input patter. After that, the 

calculated values of the neurons are compared and the neuron 

with the largest inner product is selected as the winning 

neuron. This is mathematically equivalent to finding the 

minimum squared Euclidean distance, presented in Eq. 3, 

between x and wj. As a result, the neuron whose weight  

becomes closer to the input patter is the winning neuron 

because it is the most similar neuron to the input pattern [4]. 

𝑑𝑗
(𝑥) =  ∑ (𝑥 𝑖 − 𝑤𝑗𝑖  )2𝐷

𝑖=1     (3) 

In this way the input patterns use the squared Euclidean 

distance as their discriminant function to be mapped to the 

output neurons using the competition process between the 

output neurons.  

c. Cooperation 

The cooperation process is derived from neurobiological 

studies that are based on finding the lateral interaction 

between a set of neurons known as excited neurons. Say it in 

another way, when a neuron is selected to be the winning 

neuron, neurons that are the closest to it have a tendency to get 

excited more than neurons that are located far away from it. 

Thus, a topological neighborhood around the winning neuron 

can be identified and the foundation for cooperation between 

neighboring neurons is established through this process [4][5] 

[6].   

To define the topological neighborhood centered at the 

winning neuron, let hij represents the topological 

neighborhood centered around a winning neuron i. This 

neighborhood consists of a set of cooperating neurons where 

each one of them is denoted by j. Furthermore, the lateral 

distance between the winning neuron I and the cooperating 

neuron j is denoted by dij. Hence, the topological 

neighborhood of the winning neuron I can be calculated 

according to Eq. 4 according to [4]. 

ℎ𝑗,𝑖(𝑥) = exp (− 
𝑑𝑗,𝑖

2

2𝜎2 )    (4) 

In Eq. 4, the index of the winning neuron is indicated by i(x). 

Also, the size of the neighborhood is denoted by σ calculated 

according to Eq. 5 where k denotes the number of iterations 

and τ1 is an exponential time constant defined by the designer 

and σ0 is the initial value of σ [8][4]. 

𝜎
𝑘 = 𝜎0 exp  (−

𝑘

𝜏1
 )
        (5) 

Additionally, the authors in [4] provided the following 

requirements that must be satisfied by the function presented 

in Eq. 4:  

1. The maximum value is obtained at the winning neuron.  

2. The topological neighborhood decreases monotonically 

to zero as the lateral distance goes to infinity.  

3. It is independent from the location of the winning neuron.  

In conclusion, based on the functions defined in Eq. 4 and 5, 

the winning neuron is defined and its topological 

neighborhood is calculated. Note that the size of the 

topological neighborhood must be decreased with time in 

order to construct Kohonen SOM and find an optimal solution.  

d. Adaptation 

According to [4] and [6], to improve the winning neuron 

response in the next iteration of input patterns, the cooperate 

neurons adjust their discriminant function values according to 

the current input pattern. As a result, the cooperate neurons 

adjust the weight of the links associated with them using 

suitable adjustment values. According to [4], the adaptation 

process is based on Eq. 6 that is used to adjust the weight of j 

at time n+1 and will be applied on all neurons in the 

topological neighborhood of the winning neuron.  

𝑤𝑗(𝑛 + 1) = 𝑤𝑗(𝑛) + 𝜂(𝑛)ℎ𝑗,𝑖(𝑥)(𝑛)(𝑥(𝑛) − 𝑤𝑗(𝑛))     (6)             

Worth noting that the learning rate in Eq. 6 is indicated 

by 𝜼(𝒏)  and is calculated according to Eq. 7. Additionally, 

when Eq. 6 is applied on all neurons that fall inside the 

topological neighborhood of the winning neuron. As a result 

the weight vector of the winning neuron will move towards 

the input vector. Consequently, the weight vector of winning 

neurons will follow the distribution of the input vector when 

this step is applied repetitively [4].  

𝜂(𝑛) =  𝜂0exp (−
𝑛

𝜏2
) ,𝑛 = 0, 1, 2, …,   (7) 

From Eq. 7 it can be observed that the learning rate starts with 

an initial value indicated by 𝜂0. After that the learning rate 

decays gradually when time, n, increases. Also, this equation 

is based on a time constant τ2 of the self-organizing map 

algorithm [4].  
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2.2. Sink Mobility Models 

To improve the performance of WSNs many research works 

have proposed deploying a single mobile sink that will be 

moving within the area of deployment of a WSN in order to 

collect data from static sensor nodes and relay such piece of 

information to the base station for further processing.  

Consequently, the authors of [9] proposed a data gathering 

protocol that is responsible for designing a trajectory that can 

be used by the mobile sink in order to collect data from static 

sensor nodes. As a result, the proposed protocol is based on 

four stages namely, data sensing, rendezvous point (RP) 

selection, trajectory design, and data gathering. Additionally, 

three algorithms to construct the mobile sink movement 

trajectory were proposed in order to support various 

applications Hence, data will be collected by the mobile sink 

based on these trajectories.  

Additionally, a  sink relocation method was proposed in [10]. 

In this research, a clustering technique based on grouping 

sensor nodes that are closer to the sink node into the same 

cluster was proposed. In other words, the distance between the 

sink node and sensor nodes is taken into account in order to 

group intermediate sensor nodes in the same cluster. 

Furthermore, sink node repositioning is accomplished based 

on the selected cluster head according to two cases, namely 

cluster head with minimal distance and cluster head with long 

distance, that are adopted based on the distance between the 

sink node and the cluster head.  

In order to prolong sensor networks lifetime, a mathematical 

model for sink node mobility was proposed in [11]. The 

proposed model is based on having the mobile sink to be 

initially deployed at the center of the area of interest. After 

that, a  number of tentative sink sites are calculated and a as a 

result of this calculation the location of the sink node is 

selected.  

The authors on [12] proposed a location based sink mobility 

model where the movement of the mobile node is dependent 

on network topology, the distance between the current and 

previous locations and the distance between the current 

location of the sink node and the and the newly selected  on 

which the sink nodes may start moving to. Additionally, the 

mobile node behavior can be divided into active and inactive 

phases. Thus, data is transmitted during the active phase. On 

the other hand, mobile node movement is executed during the 

inactive phase.  

To improve energy consumption and extend the sensor 

network lifetime, the authors of [13] proposed a solution for 

the relay selection problem. In their work, K-mean method 

was adopted to create clusters. After that, a  cluster head 

selection method that employs the use of a mobile sink was 

developed in order to enhance energy consumption within the 

cluster. Furthermore, the use of a virtual cluster head was 

introduced which enables energy optimization because the 

mobile sink will act as a virtual cluster head and will move 

near to sensor nodes in order to collect data from them.  

Another technique to prolong network lifetime using 

clustering and mobile sink nodes was proposed in [14]. In this 

technique a mobile sink is allowed to move with a cluster and 

between clusters in order to collect information from static 

sensor nodes. As a result, when arriving to a new cluster the 

mobile sink will move between sensor nodes, instead of being 

idle, to collect information and reduce the distance required 

for communication.  

A breadth first sink mobility model was proposed in [15] 

where the mobile sink movement is controlled and 

accomplished based on a path that is calculated according to 

the breadth first graph traversal algorithm. In the research 

proposed in [15], the mobility of the sink is divided into 

mobility periods and pause periods. In the first the mobile sink 

moves a new location while in the second on the mobile sink 

stay still in its new location for a period of time in order to 

collect data from nearby sensor nodes.   

The research proposed in [16] aims to decrease the delay and 

increase the throughput using opportunistic method to collect 

data from static sensor nodes. Hence, if a  sensor node is within 

the range of the mobile sink data is forwarded directly 

otherwise, a  sensor node stores the data it has collected until 

the mobile sink moves to its vicinity so that data can be 

communicated via single hop communication.  

3. Proposed mobility Model 
 

The mobility model proposed on this paper is based on 

Kohonen self-organizing map explained in section 2.1. We 

will assume having a wireless sensor network consisting of N 

static sensor nodes with an additional mobile and energy rich 

sink node. The mobile sink node is responsible for collecting 

data from static sensor nodes by visiting these node according 

to Kohonen self-organizing map. 

The calculation of the movement path is executed offline 

before deploying the mobile sink so that the movement path 

of the mobile sink is predefined and fixed. Also, this stage is 

important to make sure that the movement path adopted will 

include all the static sensor nodes all nodes are visited by the 

mobile sink.  

To elaborate, the network will consist of N static sensor nodes 

that are randomly deployed in the area of interest. 

Furthermore, a mobile sink nodes will be deployed randomly 

in the same area. In other words, the journey of the mobile 

sink can start at a  randomly selected position of a static sensor 

node. After that, the movement of the mobile sink is divided 

into movement periods and sojourn periods. Starting at a  

randomly selected position, the mobile sink enters the sojourn 

period and stays in its current location for a specific period of 

time. During this period of time, the mobile sink collects data 

from the static sensor node in this location. Thus it can be 

observed that the proposed model aims to reduce the amount 

of energy consumed in communication by reducing the 

distance between a static sensor node and the mobile sink.  

When the pause period is over, the motion period is initiated 

and the mobile sink must select a new location that is selected 

based on the calculation of Kohonen self -organizing map. 

Consequently, a  location of a static sensor node is selected as 

a target location and the mobile sink will start moving towards 

it. Upon arrival to its new location, the mobile sink enters the 

sojourn period again and starts collecting data form the static 

sensor node in that location. This process continues until all 

static sensor nodes are visited and the sink node returns to the 

starting location. After that, a  new journey for the mobile sink 

is started in the same manner until changes in the network 

topology due to energy depletion are detected. As a result, this 

event must be reported to the base station and a new path must 

be calculated. Algorithm 1 shows the proposed mobility 

model for the sink node. 

 

https://www.sciencedirect.com/topics/engineering/sensing-data
https://www.sciencedirect.com/topics/computer-science/rendezvous-point


65 
International Journal of Communication Networks and Information Security (IJCNIS)                                            Vol. 13, No. 1, April 2021 
 

 

Algorithm 1: Proposed Mobility Model 

1. Start 

2. Initialize a group of nodes: N = {n0, n1, n2, … nn-1} 

3. Initialize a mobile sink node: SN = {nn} 

4. Let Q be queue 

5. Enqueue N to Q 

6. Dequeue the first node in the queue and store it in 

v 

7. Select a starting point node S for the mobile sink 

where S ∈ N and S = n0 

8. Enqueue S to Q 

9. While Q is not empty 

9.1. Dequeue the first node in the queue and store 

it in v. 

9.2. Get x and y coordinates of v 

9.3. Let nn move to x and y coordinates of v 

9.4. Pause in new position for time t 

9.5. Collect data  

10. End While 

11. Stop 
 

To avoid buffer overflow and reduce the delay at static sensor 

nodes, AODV routing protocol has been adopted and adjusted. 

Hence, if a  static sensor node must report data to the mobile 

sink without having it in its vicinity, AODV routing protocol 

will be used to route messages via multihop routing to the 

mobile sink. On the other hand, if the mobile sink exists in the 

static node’s vicinity data will be transmitted directly to the 

mobile sink via singlehop communication. Note that AODV 

routing protocol was adopted due to its reactive nature and 

ability to establish routes in a quick manner [17][18]. 
 

4. Simulation 
 

4.1. Simulation Environment and Parameters 

To study the performance of the proposed mobility model, 

simulation experiments were conducted using NS-2 simulator 

which is one of the mostly used simulators to study the 

performance of wired and wireless networks. Furthermore, 

AODV routing protocol is used to deliver messages to the 

mobile sink in the same manner explained in section 3.  

Table 1. Simulation Parameters 

Parameter Value 

Simulation Time 1000 seconds 

Number of Nodes 26, 51, 76, 101 

Pause Time 5 Seconds 

Simulation Area 1000*1000 

Traffic Type CBR 

Mobile Sink Speed 5, 10, 15, 20 m/s 

The performance of the proposed mobility model was studied 

using different network sizes namely 26, 51, 76 and 101 that 

were randomly deployed in 1000*1000 flat grid. Note that 26 

node network consisted of 25 static sensor nodes plus and 

extra mobile sink node to collect data and so on for all other 

network sizes. Also, static sensor nodes are generating traffic 

according to a constant bit rate (CBR). Additionally, the 

performance of the proposed model was studied under 

different speeds of the mobile sink namely, 5, 10, 15 and 20 

m/s and a 5 seconds pause time to simulate the sojourn period 

of the mobile sink. Table I summarizes the simulation 

parameters that were used in order to obtain results.  

For every network size the performance of the mobility model 

was studied in the following manner; first the static sensor 

nodes are randomly deployed. After that a mobile sink node 

will start moving within the network according to the 

proposed mobility model. In the first scenario, the network 

size is fixed e.g. 26 nodes network is used and the movement 

speed of the mobile node was varied according to the values 

shown in table I. After that, the network size is increased to 51 

nodes and the performance is studied according to different 

speeds of the mobile sink.  

To elaborate, at the beginning we start with a 26 node network 

size while having the mobile sink moving with 5m/s speed. 

This scenario was simulated for 1000 seconds. After that, the 

same network size was simulated for the same period of time 

while having the mobile sink moving with 10 m/s speed and 

the same scenario was repeated for 15 and 20 m/s mobile sink 

speed. Next, the network size was changed to 51 nodes and 

the performance was studied under the four different speeds 

of the mobile sink in the same manner adopted for 26 nodes 

network. Subsequently, the same approach was followed for 

other network sizes.  

4.2. Performance Metrics 
 

In order to study the performance of the proposed mobility 

model three performance metrics were taken into 

consideration namely average end-to-end delay, packet 

delivery ratio and throughput. These performance metrics can 

be described as follows:  
 

A. Average End-to-End Delay can be calculated as the time 

required for a packet to be delivered to its destination 

according to the time it first left the source. The average 

end-to-end delay for the whole network is calculated for 

the whole network by averaging the time required for all 

packets sent between all sources and all destinations in 

the network [19]. This performance metric is calculated 

according to Eq. 8 [19].  

                          𝑇𝐴𝑉𝐺 = ∑
(𝐻𝑟

𝑖 −𝐻𝑡
𝑖 ) 

𝑁

𝑁
𝑖=1    (8)   

where 𝐻𝑟
𝑖  is the received copy of a packet while 𝐻𝑡

𝑖 

represents the transmitted instance of the packet. 

Additionally, N denotes the total number of packets 

received [19]. According to [20], the proposed mobility 

model must achieve low average end-to-end delay in 

order to provide a good performance.   

B. Packet Delivery Ratio can be defined as the total number 

of successfully received packets divided by the overall 

number of transmitted packets and is calculated according 

to Eq. 9 [20][21].  

A. 𝑃𝑎𝑐𝑘𝑒𝑡 𝐷𝑒𝑙𝑖𝑣𝑒𝑟𝑦  𝑅𝑎𝑡𝑖𝑜 =  
𝑃𝑟𝑠

∑ 𝑃𝑠𝑒𝑛𝑡𝑖
𝑛
𝑖=1

        (9) 

 

In equation 9 𝑃𝑟𝑠  and 𝑃𝑠𝑒𝑛𝑡𝑖
 denote the total number of 

successfully received packets and the overall number of 

transmitted packets respectively.  

C. Throughput can be calculated by dividing the total 

number of packets received successfully to the total 

simulation time and is measured in bits/sec. As a result, 

the proposed sink mobility model must aim to achieve 

high values for this performance metric in order to 
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provide high performance levels [19]. According to [20] 

throughput is calculated according to Eq. 10.  

𝑇ℎ𝑟𝑜𝑢𝑔ℎ𝑝𝑢𝑡 =
𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑃𝑎𝑐𝑘𝑒𝑡𝑠 𝐷𝑒𝑙𝑖𝑣𝑒𝑟𝑒𝑑∗𝑃𝑎𝑐𝑘𝑒𝑡 𝑆𝑖𝑧𝑒∗8

𝑇𝑜𝑡𝑎𝑙 𝑆𝑖𝑚𝑢𝑙𝑎𝑡𝑖𝑜𝑛 𝑇𝑖𝑚𝑒
             (10) 

5. Results  

In this section results obtained from simulating the proposed 

mobility model, according to the simulation scenarios and 

performance metrics in section 4.1 and section 4.2, are 

presented and discussed. In order to achieve more accurate 

results each scenario was run 10 times. Thus, the simulation 

results were obtained from averaging the result of the 10 run 

for each case. 

Figure 2 shows average end-to-end delay results for different 

network sizes and for different movement speeds of the 

mobile sink. It can be observed that the proposed mobility 

model obtain lower and stable end-to-end delay results for 

small network size i.e. 26 nodes networks because the 

movement path adopted by the mobile sink is smaller than 

other network sizes. As a result, the mobile sink has the ability 

to visit all the static sensor nodes it its path at descent 

frequency in order to collect data from them using singlehop 

communication. Thus, lower end-to end delay values were 

obtained and a better performance is achieved.  

Furthermore, figure 2 shows that the values obtained for 15 

and 20 m/s speeds for 26 nodes network were higher than 

those of 5 and 10 m/s because when the mobile sink is moving 

at low speeds, more time is spent in a static sensor node 

vicinity. As a result, a  static sensor node has more time to 

transmit its data to the mobile sink using singlhop 

communication. On the other hand, for higher movement 

speeds namely 15 and 20 m/s, the mobile sink will enter and 

leave the vicinity of a static sensor node quickly. As a result, 

a  static sensor node might need to use multihop 

communication or routing to transmit its data to the mobile 

sink which increases the values obtained for end-to-end delay.  

 
Figure 2: Average End-to-End Delay 

Additionally, when increasing the network size the values of 

obtained for end-to-end delay were increased. This can be 

regarded to the length of the path that has to be followed by 

the mobile sink. As a result, the frequency according to which 

static sensor nodes are visited via the mobile sink is lower. 

Consequently, multihop routing will be used more frequently. 

Thus, higher end-to-end delay values were achieved. Also, 

figure 2 shows that networks consisting of 76 and 101 nodes 

obtained better results tha n 51 nodes network which can be 

regarded to the network node density. To elaborate, 76 and 

101 nodes network have more node density than 51 nodes 

networks. Thus, static sensor nodes have higher number of 

neighbors. As a result, when the mobile sink move to the 

vicinity of a static sensor node to collect data, the neighbors 

of that static node can also communicate with the mobile sink 

using short paths. Hence, achieving lower end-to-end delay 

values.   

Results regarding packet delivery ratio are presented in figure 

3 which are compatible with the results obtained in figure 2 

since the network that achieved low values of end-to-end 

delay have obtained higher values of packet delivery ratio. 

From figure 3 it can be observed that better ratios can be 

obtained for small network sizes under low movement speeds 

of the mobile sink. This can be regarded to the ability of the 

mobile sink to visit all static sensor nodes more frequently. 

Thus, singlehop communication is used regularly. 

Additionally, when a static sensor node need to use multihop 

communication, the paths to accomplish this task are 

relatively short. On the other hand, networks consisting of 51, 

76 and 101 nodes obtained lower results because static sensor 

nodes will not be visited in the same frequency as 26 nodes 

network. As a result, multihop routing is used more regularly. 

However, when using multihop routing a lot of nodes might 

get overloaded with packets originating from other sensor 

nodes which increases the number of dropped packets and 

decreased the packet delivery ratio. Furthermore, the paths 

used to deliver packets are longer and when the mobile sink 

movement to another location might cause the path to be even 

longer. As a result, packets get dropped because of exceeding 

the time to live parameter. 

 
Figure 3: Packet Delivery Ratio 

 
Figure 4: Network Throughput 
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The performance of different network sizes according to 

network throughput is shown in figure 4. It can be observed 

the networks with small sizes namely 26 nodes network 

obtained higher throughput than all other network sizes which 

complies with the results obtained from figures 2 and 3. Since 

small network sizes obtained better performance results 

regarding end-to-end-delay and packet delivery ratio, they 

will obtain higher performance results regarding throughput 

since these parameters are linked to each other. Thus, lower 

end-to-end delay results in higher values and results in terms 

of packet delivery ratio and throughput. This kind of 

performance can be regarded to the same reason that justified 

the behavior and performance in the previous two cases. In  

other words, the length of the routing paths and the increase 

of the movement speed has direct impact of the use of single 

hop and multi-hop communication which in term affect the 

end-to-end delay, packet delivery ratio and throughput. It is 

worth noting that the performance of larger networks has 

increased when increasing the mobile sink speed because 

static senor nodes can be visited regularly. However, the 

frequency of visits is not in a good level to have a direct impact 

on the performance.   

6. Conclusion 

A new sink mobility model that is based on kohonen self -

organizing map was proposed in this paper. After that, the 

performance of the mobility model was studied under 

different network sizes and mobile sink speeds. Also, different 

performance parameters were adopted to evaluate the 

proposed mobility model. The results obtained show that the 

mobility model proposed in this paper is suitable to be used 

with small network sizes and moderate speed of the mobile 

sink.  

The work proposed in this paper can be further extended to 

study the energy consumption of sensor network when such 

mobility model is used. Furthermore, other routing protocol 

can be used in order to study their effect on the proposed 

mobility model and try to enhance the performance. In 

addition, the performance of the mobility model proposed in 

this paper can be compared with other well-known mobility 

models using the same scenarios and performance parameter.  
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