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Abstract: These days, huge data size requires high-end resources 

to be stored in IT organizations premises. They depend on cloud for 

additional resource necessities. Since cloud is a third-party, we 

cannot guarantee high security for our information as it might be 

misused. This necessitates the need of privacy in data before 

sharing to the cloud. Numerous specialists proposed several 

methods, wherein they attempt to discover explicit identifiers and 

sensitive data before distributing it. But, quasi-identifiers are 

attributes which can spill data of explicit identifiers utilizing 

background knowledge. Analysts proposed strategies to find quasi- 

identifiers with the goal that these properties can likewise be 

considered for implementing privacy But, these techniques suffer 

from many drawbacks like higher time consumption and decreased 

data utility. The proposed work overcomes this drawback by 

extracting minimum required quasi attributes with minimum time 

complexity. 
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1. Introduction 
 

The speedy development in information technology gave 

birth to many social media websites which uses our personal 

data for their usage. These websites may not be trust worthy 

and leak user’s data. Similarly, due to digitization, there is 

huge increase in data size in all the organization which 

became a big problem for data owners. They are unable to 

afford huge requirement of resources and are using cloud for 

the need of extra resources. Since, cloud is a third party, it 

can be curious and try to leak data. Also, data are published 

by the organization for the purpose of the research, hence 

there is a need to implement privacy for the data before 

publishing it.  

In past years, many incidents happened pertaining to leakage 

of data from organization. In 2019, personal contents of 

many email accounts were exposed from many accounts of 

Microsoft Office 365. In 2018, another huge data leak 

happened by Facebook in which 50 million user account 

personal details were exposed and another 40 million were 

exposed because of those accounts. In 2013, approximately 

all the users of Yahoo were affected as their username and 

password were leaked by Russian hackers. In 2014, the data 

like name, contact, and passport number etc. of 500 million 

customers of Marriot International was leaked and many 

more cases are there in which huge amount of personal data 

is leaked.  

Personal data privacy is very important for any individual. 

This can be achieved by hiding the personal sensitive 

information before publishing it. The attributes in a data set 

can be categorized into three types. First is explicit 

identifiers which directly give information of the subject of 

interest i.e. from which one can easily identify a person and 

his details like name, social security number etc. Second is 

sensitive attributes which give identification of a person, but 

it is a private information of person which if gets leaked, 

may cause harm. For example, salary of an employee or type 

of disease of any person in health data set is sensitive 

information. Third type of attributes is quasi identifier 

attributes which are subset of attributes or combination of 

attributes which together can identify a person. For example, 

gender, zip code and date of birth can identify maximum 

population in USA. The earlier privacy preserving 

techniques were concerned about hiding explicit identifiers 

and sensitive attributes in the data set but it is still vulnerable 

as the quasi identifiers can be used to extract personal 

information of an individual using linking attacks. These 

quasi identifiers can easily leak information of explicit 

identifiers. Many researchers have used k-anonymity to 

overcome linking referred to as link between explicit 

identifiers and quasi identifiers [36] [37]. In k-anonymity 

method, generalization method has been applied on quasi 

identifiers to convert it into more generalized form. This can 

provide privacy to quasi attributes but only to some extent. 

But the problem is how to find the optimum number of quasi 

attributes in a data set. If too many quasi attributes are 

identified and if we apply privacy techniques like k-

anonymity on those big number attributes (which is not exact 

set), it decreases data utility of the data set. Also, if number 

is too less, it causes privacy leak. In many research work, the 

quasi attributes are found from experts based their personal 

experience. But, finding quasi attributes in this way is not 

very accurate.  

The objective of this work is to find the minimum or 

optimum number of quasi attributes in the data set in optimal 

time and complexity. This improves the performance in 

implementing privacy as it is just optimal number of quasi 

attributes. 
 

2. Related Work 
 

Owing to advancement in Web 2.0 technologies, the user’s 

data are openly accessible in social platforms[28]. The 

accessed data are misused by the third parties for commercial 

purposes [1]. The k-anonymity l-diversity schemes do 

optimize the published data, but only partially. Hence, this 

issue has to be addressed [2–4]. The first research on 

providing privacy in data mining was limited to 

implementing privacy on centralized data. Later on, it was 

implemented for distributed data. Many data distortion 

techniques like perturbation, adding noise to the data to 

change original data, generalization, k-anonymity, L-

diversity etc. were used [28] [29] [38]. Other researchers 

used cryptographic techniques to provide privacy like 
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homomorphic encryption, order preserving encryption, 

Elliptic curve cryptography, Pallilier system [31][32][33].  

Researchers model the social networks as graphs in which 

nodes and edges denote entities and links respectively [5]. 

They have proposed various anonymous models based on k-

anonymity to achieve privacy protection in existing research 

[6-9]. However, in some cases, k-anonymity cannot protect 

against “attribute disclosure”.  

The relation between safety and information utility is still 

new in the field of social networks [4]. The current 

methodologies may anticipate leakage of some security data 

in distributing networks, yet may result in utility loss without 

understanding its sensitivity. Exhaustive surveys carried out 

in this field exposes the issue of excessive anonymity for 

preserving sensitive attributes [10]. 

The models of l-diversity and t-closeness have been widely 

studied for protecting privacy. Most existing studies assume 

that they can separate Quasi-identifiers (QIDs) from 

sensitive attributes, but we cannot always make such 

assumptions in real world situations.  

In recent years, many organization opts for preserving 

privacy data to be published by third party using data 

anonymization [24][27][30]. The third party collects data 

from data owners, anonymize it and sends it to cloud for 

analysis. Given a data set, data can be divided into different 

sets which can cause leakage of sensitive data [25]. Explicit 

identifiers (EI) which explicitly identifies record owners are 

typically removed from the released data. QID can be linked 

with external information to re-identify individual record 

owners, and sensitive attributes that needs to be protected. 

The existing work on privacy preserving data mining used l-

diversity [26] and t-closeness considered only explicit 

sensitive attributes to apply privacy techniques. But 

practically, many other attribute sets which are related to 

sensitive attributes can also leak information of sensitive 

attributes. These attributes are called quasi attributes.  

From above analysis, it appears that we may benefit by 

completely omitting quasi-identifier attributes from a dataset 

if the rarity of their values is highly correlated with many 

numeric attributes. In doing so, the loss of information 

caused by the exclusion of the attributes must be taken into 

account. Suppressing quasi-identifier columns whose value 

scarcity is highly correlated with numerical attributes has the 

same effect as increasing survey bias. An improvement in 

sampling methods in order to ensure the balance of 

background covariates (and thereby quasi-identifier 

attributes) is a way to reduce the amount of bias introduced 

to a dataset. A release of data is said to adhere to k-

anonymity, if each released record has at least (k-1) other 

records whose values are indistinct over a special set of 

fields called the quasi-identifier [16]. The quasi-identifier 

contains those fields that are likely to appear in other known 

data sets. Therefore, k-anonymity provides privacy 

protection by guaranteeing that each record relates to at least 

k individuals even if the released records are directly linked 

(or matched) to external information. Generalizations based 

on attributes with higher generalization hierarchies tend to be 

more accurate than generalizations based on attributes with 

shorter hierarchies. In addition, higher hierarchies can 

provide different precision measurements for the same plate. 

The construction of hierarchies of generalization is therefore 

part of the criteria for choice. Algorithms may provide 

generalizations that are not k-minimal distortions because 

they both enforce generalization at the attribute level. This 

leads to inaccurate precision measures. There may exist 

values in the table that when generalized at the cell level, 

satisfy k without modifying all values in the attribute. In 

summary, more work is needed to correct these heuristic-

based approaches. 

Data Privacy Preservation has shown important data 

services. K-anonymization is a data privacy solution and has 

been the focus of research over the past few years. Currently 

anonymized privacy has received considerable attention to 

the preservation of data publication. The multi dimension 

bucketization is discussed in [17] to anonymize multiple 

sensitive attributes. It   proposes bucketizeation method, 

finds l-diversity for sensitive attribute, and presents the 

techniques to generalize quasi-identifiers that prevents 

attacks. By modifying factors that affect the relationship 

between correlations of quasi-identifier value frequencies 

with other numeric attributes, the possibility that correlations 

between the frequencies of quasi-identifier attributes with 

other numeric attributes contribute to bias and loss of utility 

is confirmed. Specifically, we investigated the following 

three factors that contributes to bias.  

I. Increasing the value of k in k-anonymity.  

 In a situation where a quasi-identifier field’s frequency of 

values is correlated to a numeric attribute, increasing the 

value of k is imperative to change the quasi-identifier rarity 

threshold at which a given record must be cut. If a quasi-

identifier’s rarest values are more often tied to either high or 

low numeric attributes, this therefore would suggest that 

higher levels of k (which correspond to greater anonymity 

requirements) would create biases in the resulting de-

identified dataset’s numeric attributes.  

II. Eliminating quasi-identifier fields with high 

correlations of value frequency to numeric attributes. 

Given a quasi-identifier field with a high correlation between 

the frequencies of its values with numeric attributes, there 

may be value in simply omitting the entire field rather than 

allowing it to create bias within the dataset. In this case, a 

balance must be maintained between the values of the 

information encoded in the quasi-identifier field versus the 

bias created in the dataset. 

III. Increasing the correlation between quasi-identifier 

value frequencies with given numeric attributes. The 

manual alteration of quasi-identifier values confirms the 

amount of bias introduced during the de-identification 

process may be related to the magnitude of the correlation 

between quasi-identifier value frequencies and its attribute. 

Due to the fact that numeric attributes are highly skewed 

toward values near 0, situations in which rare quasi-identifier 

values are associated with high values of attributes causes 

more bias in the data. The research works in [22] and [23] 

have also taken quasi attributes as part of sensitive data by 

applying two phase anonymization.  

To summarize this related works, we can say that the 

existing techniques suffer from many drawbacks like higher 

time consumption and extract more quasi identifiers leading 

to decrease in data utility. The proposed method is discussed 

in next section. 
 

3. Proposed Work 

We consider a scenario where organizations depend on cloud 

for additional resource necessities. Since cloud is a third-

party, the data shared to it might be leaked, hence this issue 

needs to be resolved. One of the solution that we propose is 
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the identification of quasi attributes in an optimal way to deal 

with this problem.   

We use the concept of articulation point in graph to find 

quasi attributes. A graph's articulation point is the attribute in 

the graph that disconnects a graph if removed from it. In 

other words, the relationship between two attributes in the 

graph is eliminated. Articulation point is usually used to 

define vulnerabilities in the network, i.e. the point in the 

graph failure from which the network can be disconnected. 

Figure 1 represents the graph and articulation point in the 

graph. Its easy to show that if we remove node ‘1’ from the 

graph, it disconnects the whole graph. 
 

 
Figure 1: Articulation Point 

 

The relationship between quasi attributes, explicit identifiers 

and sensitive attributes should be understood to find quasi 

attributes. Using this relationship or dependency, we can 

deduce how much sensitive information can be leaked using 

these quasi attributes. The steps to find quasi attributes in the 

proposed method are:  
 

Step 1: Draw the attribute graph. 

Step 2:  Select the explicit identifier attribute and sensitive 

attribute. 

Step 3: Find all the paths between explicit identifier attribute 

and sensitive attribute. 

Step 4:  Find the articulation points which are the quasi 

attributes. 
 

 3.1  Construction of Attribute Graph 
 

Graph is a structure made up of objects and some objects 

have a relationship between them. The graph of the attribute 

is the structure in which the data set attributes are 

represented as vertices and the relationship between these 

attributes are represented as edges. Let us consider a 

database which has m number of attributes, so the vertices of 

the attribute graph can be represented as V={ 

A1,A2,……Am} and the set of edges as E={ AiAj , for 

i,j=1,2,…m}. This graph can be represented mathematically 

as G= {V, E}. There are two types of graph, directed and 

undirected graph. Directed graph can be constructed if there 

is no dependency on the values of different attributes i.e. 

they are independent to each other. But generally in 

database, dependency exists between attributes. So, for this 

situation, directed graph need to be constructed which 

represents the dependency between the values of attributes. 

Figure 2 represents directed graph.     

 
Figure 2: Directed Graph 

 

Algorithm 1 shows the steps to construct attribute graph: 

____________________________________ 

Algorithm 1: 

Input: Set of n Attributes 

Output: Graph with attributes as vertices and edges as 

dependency between attributes. 

Steps: 

For i= 0 to n 

  For j= 0 to n 

   Check dependency between jth and other n-1     

   attributes 

   If there is a dependency, draw the edge between the  

   attributes. 

   Else go to next attribute. 

______________________________________ 

We have used online retail dataset from UCI repository. It is 

a transaction dataset which contains transactions in UK retail 

shops for a period of time. It contains following attributes: 

Customer-id, Invoice-No, Stock-code, Stock-Description, 

Quantity, Invoice-date, Unit-Price and Country. The graph is 

constructed by taking the dependency among the attributes. 

Figure 3 shows the graph for the dataset considered. 

 

Figure 3: Attribute Graph for Online Retail Data set 
 

This graph represents the dependency among attributes in 

data set and this information is used to find the articulation 

point. 

3.2  Selection of Explicit Identifier and Sensitive 

Attribute: 

In the online retail dataset, the explicit identifier attribute is 

Customer-id because it uniquely identifies a customer. The 

sensitive attributes are Stock-Description and Quantity as 

they give the information of the purchase history of a 

customer. 
 

3.3 Find Paths between Explicit Identifier and Sensitive 

Attribute and articulation point in the paths:  
 

In this step, we find all the paths between explicit attribute 

and the sensitive attributes through depth-first-search (DFS) 

traversal technique. While searching for the path, we 

consider the adjacent node same as adjacent node in any 

other previous found path. Then, the search stops there. 

Algorithm 2 gives the steps involved in finding all the paths 

and the attributes adjacent to explicit attributes. 
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_______________________________________ 

Algorithm 2: 

Input: Graph with attributes as vertices 

Output: All the paths between EI to SA 

Steps: 

Source = EI, Destination = SA 

i) Start from source vertex EI and visit next vertex and store 

the vertex in adjacent array and visited array. 

ii) Now the second vertex is source vertex and find next 

vertex and store in visited array and so on. 

iii) Now again take EI as source and check for next path 

adjacent node: 

For i=0 to n where n= size of Adjacent array: 

If(Adjacent attribute = Adjacent[i]): 

Stop search of that path and go to next path.  

iv) Find the articulation point: 

For all the paths between EI to SA: 

For i=0 to m:  where m is the number of attributes in the 

path. 

a) Remove each vertex one by one and check whether it 

disconnects the path between EI and SA. 

b) If yes, save the vertex else add it back to graph. 

______________________________________ 
 

Therefore taking the online retail dataset example, the paths 

calculated is [Customer-id, Stock-id, Stock-Desc] and the 

articulation point is Stock-id which disconnects the path 

between Customer-id and Stock-Desc. Similarly, for 

sensitive attribute Quantity, all the paths between EI and SA 

is [Customer-id, Stock-id, Quantity] so here also, articulation 

point attribute is Stock-id. Hence, the quasi attribute in this 

data set is Stock- id. 

4. Experimental Analysis 

The proposed method is analyzed using different datasets 

and compared with the existing techniques. We have 

considered two parameters to compare our method with 

existing works. The result of comparison is explained in this 

section.  The parameters are: number of quasi attributes 

determined and running time. 

Consider the example of data set Used Car which has seven 

attributes, namely: company, years, cost price, selling price, 

condition, distance completed and owner. It has 10000 rows 

and 7 columns. Figure 4 shows the attribute graph for the 

stated dataset. 

 

Figure 4: Attribute Graph 

 1. 7 1 4 

 2. 7 1 ---- stop here 

 3. 7 1 --- stop here 

 4. 7 1 ---- stop here 

 5. 7 1 ---- stop here 

 6. 7 1 ----- stop here 

 7. 7 1 ------ stop here 

 8. 7 1----- stop here 

 9. 7 1 ---- stop here 

 10. 7 2 4 

 11. 7 2 ---- stop here  

 12. 7 2----- stop here 

 13. 7 2 ---- stop here 

 14. 7 2 ---- stop here  

 15. 7 2 ---- stop here 

 16. 7 2 ---- stop here  

 17. 7 2 ---- stop here 

 18. 7 2 ---- stop here  

 19. 7 2 ---- stop here 

 20. 7 2 ---- stop here  

 21. 7 2 ---- stop here  

 22. 7 2 ---- stop here 

The articulation point is calculated as [1, 2] i.e. company and 

years which are the quasi attributes. In proposed work, when 

graph is created, if there are n number of attributes then there 

can be maximum of n-2 paths between EI and SA. In other 

words, there can be maximum n-2 paths in worst case. In 

best case, there can be just one articulation point i.e one 

quasi attribute. 

4.1 Comparative Analysis 

In [18],   research discusses the concept of distinct ratio and 

separation ratio. It chooses 



m

c

2
log

1

1

−

=    pair of tuples 

and then applies the greedy algorithm. It finds the attributes 

as quasi attributes, if its distinct ratio is less than αβ where 






)/2ln(2
1

m
−=   . The work shows that minimum 

number of quasi attributes generated is ≈ ln(log 2m) and the 

maximum number of quasi attributes is ≈ m.  

In [19], the authors have used the data set of medical records. 

They analyzed the factors which are affecting the re-

identification of medical records on the basis of outside 

environment factors. The minimum number of quasi 

attributes is 1 and maximum is 5 or greater. So it is not 

flexible to all types of datasets. In [20], hyper graph is 

constructed from the attributes. In this work, first different 

views are determined for attributes and the hyper-graph is 
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created for each view. Then the path between two attributes 

are determined. Since the number of views are more, there 

are too many number of hyper-graph. It extracts many 

attributes as quasi attributes which is more than required. It 

creates m different hyper-graphs and hence in worst case, it 

can have m number of quasi attributes. Table 1 shows the 

comparison of minimum and maximum number of QIs 

possible with existing and proposed work. 

Table 1: Comparison of Number of Quasi Attributes 

4.2 Running Time and Complexity 

The proposed work is also compared for running time and 

complexity in implementation with existing works. The work 

in [18] is an improvement over traditional greedy algorithms. 

In traditional greedy algorithm, the running time is 

proportional to n where n is the number of tuples in data set, 

but in [18] the running time is O (m4) where m is the number 

of attributes. It calculates distinct ratio and separation ratio. 

The algorithm to calculate quasi attributes, which is a 

complex calculation, uses the values of the distinct ration and 

separation ratio. The implementation of the algorithm is 

therefore complicated. In [19], whole data set is scanned 

many times to find the set of quasi attributes. So, if n is the 

number of tuples in data set, then the running time is 

proportional to n and considering most datasets, n>>> m, so 

the running time is greater than the proposed work. The work 

discussed in [19] is less complex than the work mentioned in 

[18].  But, it is more complex as it scans the data set for 

particular value of particular attribute, unlike the proposed 

method where data need not be scanned. 

In [20], first hyper-graph is constructed from attributes and 

then it is converted into common graph. So if there are m 

nodes, considering all the views, the time complexity is 

equivalent to O (m5). It uses hyper-graph in which it 

considers many views. Then, it constructs common graph so 

it is less complex than [18] but more complex than the 

proposed work.    

The work in [35] uses method of finding different sets and 

subsets of attributes to find quasi attributes and check with 

the number of maximum tuples. So, it needs scan of tuples 

and needs time proportional to m3 if m is the number of 

attributes. The complexity of implementation is also 

medium.  

The patent work in [34] used the method of creating the sets 

from the given attributes. It first makes set of two attributes 

including all attributes and scans the values of all rows of 

these attributes to find the quasi relation between them. Then 

it makes set of three attributes, four attributes and so on. So, 

if n is the number of tuples in data set and m is the number of 

attributes then its time complexity is O (m*n). Also, this 

method is difficult to implement.  

A noteworthy aspect of our work is that we must find all the 

paths between EI to SA but stop the search if we get same 

adjacent node. This leads to the time complexity is O (m2 

/2). Then, to find articulation point, it takes O (m2).  So, total 

time is O (m2 + m2 /2).  An accuracy of the proposed 

method is better as it considers all the possible sets to find 

quasi attributes. Table 2 shows comparison w.r.t running 

time and complexity in the existing and proposed work. 

Table 2: Comparison of Running Time and Complexity 

Technique Running 

Time 

Complexit

y 

Rajeev et.al. O(m4) High 

Yong Ju et.al. [19] n Medium  

Huang et.al. [20] O(m5) Medium 

Amani [35] O(m3) Medium 

Braghin [34] O(m*n) High 

Proposed Work O(m2 + m2 

/2) 

Low 

5. Conclusions 

We discussed the model for organizations that depend on 

cloud for additional resource necessities. Since cloud is a 

third-party, the data shared to it might be leaked. We 

discussed an optimal solution by identification of quasi 

attributes through the concept of articulation point to 

overcome this problem.   

The proposed work overcomes this drawback by extracting 

minimum required quasi attributes with minimum time 

complexity.  On comparison with existing works, the 

parameters such as an accuracy, complexity and range of QIs 

values are optimized by the proposed method as it considers 

all the possible sets to find quasi attributes.  In future, we 

would like to apply similar model for Big data sets for 

privacy preserving. 
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