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Abstract: The elasticity and abundant
computational resources are attractive to intrudegsloit cloud
vulnerabilities and were able to launch attacksiregdegitimate
users to gain access to private and privilegedrimdtion. The
Intrusion Detection Systems are presented as aly@sslution for
protection; however, to effectively protect the wdousers, IDS
should have the ability to expand rapidly by insieg or
decreasing the amount or sensors, the measur®@ud césources
are available, and isolating the access to infrasire and the
system levels. Protection against internal thresdwsuld also be
planned, as most protection systems do not idethtéfyn correctly.

In order to solve these problems, we present taBES - Elastic
and Internal Cloud-based Intrusion Detection Systemhjch
monitors the internal cloud environment, enteringtad capture
sensors on the local network of user’'s VMs, andetbee, able to
detect suspicious behavior of users. For this, B&IDS uses the
characteristics of virtual machines such as fast,blast recovery,
stop or pause of VM, migrate between different fi@std execution
across multiple platforms, to monitor and protebe tcloud
computing environment and keep up with the growtheadluction
cloud, in order to save resources.

Keywords: Cloud Computing system, intrusion detection, virtuais based on protection of virtual

machines, elasticity, internal threats

1. Introduction

Cloud computing is emerging as a new computingggna,

proposing a new way of using computing resource$ sis
software and hardware, through the pay per usesuroption
on demand and access to these services over thendht
This paradigm allows the consumer or client, who ba a
company or a single user, purchase services fronodder

and pay according to what it consumes, outsoursirftyvare
development and server administration.

Cloud computing is here to revolutionize the way oF

providing IT resources, freeing users of any coogtion
with the infrastructure providing computing res@s@s they
are needed, i.e., abstracting all the infrastrectand
providing on-demand services. However, the shifhte new
paradigm brings several challenges, including conedout
the security of stored data and the integrity of ttioud
environment. Such concern is justified by the iasez
number of reported incidents in the cloud [33]. Boevey in
[33] shows an increase of incidents in the cloudrdtie past
5 years, where we can observe a frightening inete@ser
the years, research results make evident the engrgrowth
of incidents in the cloud, and in 2009 met an iraidlevel
slightly above 40 % and in 2011 these incidentsoatm
doubled [33]. This alarming increase in the numioér
incidents in the cloud, according to [34], is dadtie growth
of the deployment models of this new approach. €omnc

availability of about security is cited as the main barriers toutteeof cloud

computing by institutions [3], according to the easch
conducted by International Data Corporation IDC126109
[35]. Therefore, it is important to develop appiliap
security mechanisms that can detect and respomalioious
actions that constitute an intrusion.

Protection mechanisms such as Intrusion Detecti@mtess
(IDS) are very important to compose a secure enwient.
These mechanisms focus on the detection of ingusiv
network [4] activities. However, due to the elasfiand the
distributed architecture of the cloud, the IDS needbe
adapted to effectively protect the new environment.

To effectively monitor a cloud environment whicltieases
the amount of demanded resources, the IDS must be
dynamically expandable. It must follow the expansdf the
cloud, by removing or redirecting users to computin
resources according to consumption demand.

For this purpose, this paper proposes the EICIIastic
and Internal Cloud-based Intrusion Detection Systehich
machines in cloud
computing environment against internal users who use
some VMs to perform malicious activities. EICIDSess
characteristics of virtualization as insulationjaustop, fast
startup, and elasticity to protect VMs from attathat can be
performed from within the cloud environment; more
specifically from a compromised VM.

Monitoring of virtual machines is done by IDS sensso
scattered in the cloud environment, and the inistéon of
these sensors is made in each VM, where the paphssing

in VMs are captured and subsequently analyzed fer t
identification of threats.

hus, the entire virtual environment is monitoredijle the
remaining components of EICIDS reside outside tintial
environment are thus protected from possible astalok
compromised VMs.

The use of elastic and dynamic monitoring for IBf® allow
us to accomplish some important tasks, such askictgetor
active VMs, virtual network traffic, detecting ingions and
malicious actions performed by a VM. EICIDS caneséve
resources of the cloud and guarantee the safetyhef
environment.

This paper is organized as follows. Section 2, &ent the
main concepts in cloud computing, and a summary of
intrusion detection systems, respectively. Sedliatescribes
related works. In section 5, we present EICIDS igecture.
Section 6 presents the implementation, testes results of
EICIDS. Finally, conclusions and future work aigeq in
section 7.
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2. Cloud Computing

Cloud computing can be defined as an infrastrudurelata
processing in which applications, data and proogsgower
are available remotely via internet. Cloud compyitififers a
new way of using IT resources, providing users \witicess
to a set of applications and services, while ittraloss the
complexities involved in delivering them. The chanm

location of data and programs, leaving the usessktbp to
the cloud, provides a geographical shift in commtiwhere
processing is performed remotely in data centesptovide
a pool of IT resources such as processing powaagt and
software to all users on demand [5].

Since the model is a new, cloud computing still litas
specifications and standardized definitions, résyltin

various definitions and concepts. One of the maisteky

accepted definitions by several researchers isigedvby
NIST (National Institute of Standards and Techngjoglt

defines cloud computing as a model that allows eaient
access on-demand to a set of configurable computti
resources (e.g., networks, servers, storage, appls and
services) that can be acquired and released withimal

management effort or interaction with the servicevjger

[6].

Another definition is that the cloud can be seen aas
derives from gri

distributed computing model that
computing, with respect to the provision of infotraa on

demand for multiple concurrent users and is useth wi

virtualization of resources through services tarsigeat need

only a browser and internet connection to consuonh s

resources [7]. Thus, virtualization has becomeyadtement
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provides an applicative programming platform. Tlza®
allows programming of easily manageable application
the Cloud.

e« SaaS (Software as a Service): the Cloud provides
applications directly to users according to their
expectations.

The deployment models depend on how resources are

organized and how they are made available to usersbe

classified as:

e Public Cloud where access is available to the gdner
public and may be owned and managed by a private,
academic, governmental, or any combination of them.

e Private cloud: Physical resources are provisioned f
exclusive use by a single organization.

e Community Cloud: It is controlled by several cusesm
that come together to form a cloud that meets their
specific needs, particularly in terms of contracurity
and compliance.

« Hybrid Cloud: The cloud infrastructure is made dipoy
combination between different infrastructures (péy
public or community), making it a single cloud.

With the increase in use of more computational ueses,

especially hardware and software in various arefsyd

computing presents itself as a good alternativébfminesses

aby providing IT services based on usage payment. fig

advantage in using cloud computing is to enabl@dninew

ifeatures as they become necessary, reducing casts i

infrastructure and maintenance [2].

3. Intrusion Detection Systems

for providing a set of IT resources (storage soféwa An IDS or intrusion detection system aims to immov

processing power, etc.) as services to users wkd neb
access only to use them [8].
Cloud computing can be conceived as a layered moldele

security in a computer network. IDS include moriitg
processes, identifying and reporting instancesuspigious
or malicious activity. An IDS tries to recognizdvehavior or

the basic structure of the cloud have the physicah intrusive action to alert an administrator otoanatically

infrastructure consisting of servers, network emeépt and
operating systems. Right above is a layer of \iidation

and virtual machines. Then, we have a layer forroéd
operating environments and development programsimgn
on virtual machines and finally a layer of softwaneilable
to end users.

NIST defines a model of cloud computing composefivaf

essential characteristics, three service models| faur

deployment models [6].

The main characteristics of cloud computing aré-sstrvice

on-demand or on-demand  self-service,
virtualization, location independence with accesdnternet
resources, elasticity and payment model
consumption [6], [8]. Cloud resources are madélava to
users according to one of the three service models:

» laaS (Infrastructure as a Service): It provides resesrc :
such as processing, storage and network conngctivit

through virtualization. Servers, storage systerosjers

and other equipment are made available to manag

workload required by applications.

L]
resource

based on

e

trigger counter-measures [9], working with the @pieg
system or a network of computers trying to idemntifglicious
activities. It acts as a security tool, in the safashion as
others such as antivirus, firewalls and accessabsystems,
designed to enhance the security of information and
communication systems [10].

An intrusion detection system is composed of three
components that have functions to collect, analgrel
display information about the system [11]. Thesmgonents
are:

Sensor: It has the function of capturing data imf@tion
traffic;

Analyzer: it is the main component of the IDS. dtal is
to analyze the data obtained by the sensor, thrdgh
analysis process, then give an alert in case nfsiun;
User Interface: It provides a structured data ctdlé and
analyzed for the administrator.

According to the classification schemes [12], |D&h wse:
signature—based detection and anomaly-based detedthe
signature-based detection identifies patterns ofsmattacks
for possible intrusion attempts. These signaturesf@med

» PaaS (Platform as a Service) is the execution platformby a set of rules characterizing the attacker, favthe

distribution and application development. It reféosa
level of abstraction above the IAAS in which theud

advantage of an almost immediate detection andepting
the occurrence of false positives. The anomaly dfiete is
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based on classifying activities outside the stahdéor
normal) behavior as anomalies in network traffi©][113],
and abnormal system behavior, identifying suspiactivity
by presenting deviant behavior, which could indicale

presence of malicious activities in the network. eThinfrastructure

advantage of this method is the detection of unknthweats;
however, it can produce a high rate of false peestidue to
the unpredictable behavior of users.

IDSs can be further classified according to theada

collection:

» Network based Intrusion Detection Systems (NIDS)e T
IDS captures the data of network traffic for anilys

looking for signatures of known attacks and anoesaiin
the network activities in monitored system. Itasated in
a spot with full visibility of network traffic motor.

* Host-based Intrusion Detection System (HIDS): ArSID

monitors the local activity of the host using themt log
file for analysis. . It can use log files of opéngtsystem
events or databases for analysis. The goal identify
attacks and attempt of unauthorized access to #uhime
itself. In this case, the IDS is located on the iz
monitor.

e Hybrid based Intrusion Detection System (HBIDS): icomputing and

uses a combination of sensors to capture netwafkctr

and read event logs from the host to analyze amectle against intrusions by the
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web service [15]. IDSaaS creates a virtual

network

environment for user's services through Amazon VPC

(Virtual Private Cloud) where instances of EC2 W& are
created to store and execute security componemtghéo
level (laaS) and letting the detacti
mechanisms completely controlled by users. IDSaaani
IDS to detect subscription-based model and usesdtveork
as a source of data collection. It is scalabletgide, on-

rdemand, user-controlled and available through paydse

model. The IDS targets the level of cloud infrastuoue,
where its first task is to monitor and record scigpis
activity in the network between virtual machineshivi a
pre-defined virtual public cloud. The IDSaa$S is lbaind
packaged as AMI format (Amazon Machine

Images)

components and the VPC service is used to creabe tw

subnets. One is public where the VMs reside wiiBdaS,
and the other is private where business applicative kept
protected.

4.2 GCCIDS: Intrusion Detection for Grid and Cloud
Computing

[16] Proposes an intrusion detection system ford gri

cloud environments. The system
implemented at the level of cloud middleware foeyanting
insulating charactemsstiof

any malicious activity. According to [16], most IDSvirtualization. The IDS has a distributed architeetwhere

systems analysis utilize network and host analysis.
According to the classification schemes of IDS 4i, [20]
and [21], the architecture can be:
e Centralized: It consists of sensors and analyZderaants

each node of the cloud is monitored by a part efitirusion
detection system. When an attack occurs, an ialent to
inform other nodes in the environment. The systaptures
and audit information logs, and offers a middlewari¢h

in which the main task is concentrated in a singlsecure communication between each node of thecemagnt

element, thus presenting the disadvantage of alesindgrid/cloud).

point of failure. However, a positive point is that
provides an easy administration;
» Hierarchical: It is formed in layers where the uplagers

delegate tasks to their subordinate. The IDS may 9193
arranged into a layer of data capture, analysis and

coordinator which is responsible for the management

failure in one layer can compromise one part of th

system.

» Distributed: The IDS has components that are tisted
and work in cooperation to achieve detection withtbe
presence of a central manager.

4. Related Work

The characteristics of virtualization provide gexatoverage
and resilience against threats within IDS solutiforscloud
computing environments. In order to adapt to
characteristics of cloud computing, some works hbgen
proposed.

4.1 |DSaaS: Intrusion Detection System as a Service

in Public Clouds
IDSaaS (Intrusion Detection System as a ServicBubhlic
Clouds): The proposal of [14] is to provide scaalind
adjustable IDS to users of cloud services by piiagidhe
ability to monitor and react to attacks on severaisting
VMs in a virtual private network. The IDSaaS
implemented using EC2 (Elastic Compute Cloud) ofa&om

behavior based intrusion detection that works with
artificial neural networks of type feed-forward aimtrusion
detection based on knowledge to identify knownchtia

Intrusion Detection System in Cloud Computing
Environment

|é‘| [17], an IDS architecture is proposed an archites to

Create separate instances for each user of thd alwdiuses a

single controller for management purposes. The IBS
composed of instances classified as "mini IDS" teedy a
central IDS controller. The instances are deplolgetiveen
each user of the cloud service provider. Accordioghe
authors, the main advantage is the reduction inkivad
because it is split between multiple instances aoycthe
work in a better way rather than letting a sindbSIfor the
whole cloud. Thus, whenever a user wants to acclessl

theervices an instance of the IDS is provided by @aatroller
responsibility of monitoring and achieving

with  the
protection.

4.4 CIDS: A Framework for Intrusion Detection in
Cloud Systems

A framework for cloud-based IDS is proposed in [1Bhe

aim is to deal with attacks like masquerade (whetreiders

pose as legitimate users), Host-based attacks ifjwh&y be a

IS

GCCIDS uses two detection techniques

consequence of masquerade attack) and Network-based

isattacks. CIDS summarizes intensive network IDStslby

sending summary reports to the administrator ofdloed.
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The solution works in the cloud middleware leveingsits access abuse of the infrastructure resourceskattzan be
mechanisms, such as the messaging system and memuaory against services running on the provider'sastfucture
insight. CIDS monitors and protects the runtimeiemment in order to stop the services or gain access torrmdtion.
for users (residing in virtual machines), it alsaimtains its Therefore, a potential threat in cloud computing
own components protected from threats that mayctffee environments is part of the running VMs; VMs maynoay
VMs, because the components of the CIDS are locatedt perform activities considered suspicious orici@ls,
outside of the virtual machines. This protectioatéee is which depends on the profile of the account ownerthe
made possible by isolation of VMs. cloud provider. The proposed architecture is shmFigure

1 and in Figure 2 we have a preview of architectuit

45 An Extensibleand Virtualization-Compatible IDS many nodes controlled by IDS_Admin,

M anagement Ar chitecture

The work done in [19] presents an extensible IDS

architecture that consists of multiple sensors eltbeé in IDS_Admin HS
virtual machines controlled by a central compongdt

analyzes the collected results. Different IDS sexsan be

User Data base

<>

activated and communicate with e_ach other usingsayes Netsensor | €=—3

of the standard IDMEF (Intrusion Detection Message _ Collection
Exchange Format). The architecture is based on |ips_analyser <> 8 5 Database
characteristics of virtual machines, such as ismatfast IZ <>

recovery in case of compromise, and uses the IDMEF | ips_Pool | «p 2 S Alert
standard for the exchange of messages betweeretisers ™ Database
and the central unit management. The use of the HBM IDS_Reaction | g

provides standardization in information alerts, afidws the
use of different IDS sensors. Each IDS sensor cowio
consists of sensors embedded in virtual machinesrdbcan  Figure 1. Architecture of the Proposed IDS (for one node)
control the management of the IDS directly by iatting

and configuring the core components. .

The structure of VM IDS management system consistee |DS_Adl‘I'IIrI

following components:

» Virtual machines called VM IDSs that host the sesso ¢ ¢ ¢
and IDS Event Gatherer.

e The central management unit that controls the VN6 ID

which has four components: Gatherer Event, Event [Nﬂde:l [I"'“l"':"dez (11 |Nﬂden

Database, Component Analysis and Remote Controller
IDS.

Figure 2. Architecture of IDS (with multiple nodes)

5 EICIDS Figure 1 shows the components of EICIDS and their
This paper proposes an IDS architecture called [EBCthat  interactions with each other. Such components isteluited
aims to protect a cloud environment against maliosers through the cloud infrastructure. Every Node o&Sais
and save cloud’s resources. The main contributiothie ~associated with a set composed from IDS_Node, Nstse
paper is providing a mechanism of alert e protectigainst 1DS_Analyser, IDS_Pool and IDS_Reaction. Each
internal threats conducted by malicious users ate cloud IDS_Node centralizes the information in its Coreoland
environment. Another contribution is to save theud then sends it to the IDS_Admin, located in the |&i&ud
resources by inserting IDS sensor only where they aController.

needed; for this an EICIDS component, called ID$Po The IDS_Admin acts as the administrator of the flIb
provides the information of where IDS sensor must bderived from each Node Controller infrastructuegeiving
instantiated, according to user's VMs are createtimade information from each IDS_Node present in its respe
available. EICIDS provides security for users a tioud Node. Figure 2 shows the implementation of IDS_Aulas
infrastructure level, by monitoring virtual machinghat an administrator of all IDS modules, which are anrenode,
makes up the laaS layer and also that underpinttier having the function of informing administratorstbge cloud
layers (PaaS and SaaS). To protect VM users, aseadbout the events that occurred and the systemsstaith
results on the major threats in cloud computingedoyn CSA  regard to the maintenance of security.

[20] were used as a basis for the design of EICIDS; 5.1 Operation of EICIDS

specifically threats such as abuse, transgressioa, uTh EICIDS bi iralized d hi hical

sequestration of accounts services, and malicioafict strect e herecoamccl)r:‘r?ps)onaentcigllr:dlzleD S 5}: dm_n'?’F‘?‘TC ica

Research on surface attacks in cloud computin ed vcture- whe —Aamin |
puthqope the modules in each node of the cloud architectériacal

by [21] also served as a basis for constructing@& In this led IDS Node. is i iated ® of
study, we learned that through the user interfacgiged by component, calle —NOoae, 1S |nstant|_ate_ on eatie o
the cloud and has the function of monitoring useftsual

the service provider or through an unauthorizedewen
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machines. Tracking is done by IDS sensors inseritn
virtual machine, to capture Information of VLANsaffic.
With this information, a local analysis is perfoundy
signature. If a pattern of attack is found an akesgent to the
central controller and a countermeasure is donatgskwn
the VM, for example). In case no attack is founde t
information is forwarded to the node located in ¢heud for
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the function of capturing the packets traffic of thsers VMs
of the cloud. A sensor interacts with the netwodsgively,
acting as a sniffer and interfering as little asgiole, for not
compromising the performance of VMs and not coingpt
the traffic. In addition to the function of captugi filtering
packets is done by selecting only the relevantrmédion for
analysis. Packets are stored in a database andnade

a complete analysis by anomaly with NIDIA [21].available for analysis by both signature and angmal

Instantiation of IDS sensors are made as accorttinthe
amount of VMs. The activity diagram of Figure 3 wisathe
activities performed by EICIDS. Initially, Netsemsmaptures
frames of VM traffic and sends them to IDS_Analyser
perform the analysis of the IP header of each padke
comparing it with patterns of predetermined att@igtection
by signature). If an attack signature is foundairgiven

methods. Due to cloud computing feature of resource
allocation, the issue of privacy of customers stidag taken
into consideration because privacy laws may prevent
monitoring data or resources used by cloud custenexen

for purposes of inspection and security. Accordindg22],
privacy laws may hinder the process of adding sgcur
measures to Cloud Computing. Thus, the captured biat

packet header, an alert is sent to IDS_Node witlneso the sensor do not go against the laws of privacabse only

information on the attack such as source and dg&iim
addresses in order to take necessary countermeasure
sending and alerting IDS_Admin on the eventa {fattern
of attack is not found in the packet header, thalyasis by
anomaly is performed.

5.2 EICIDS Components
The components operations of EICIDS are preserdgtxhb

521 IDS Admin

the information contained in the IP packet headerstored
for later analysis by other components of EICIDS.

525 IDS_Reaction
This component is responsible for taking countesuess
when a malicious action is detected.
The measures range from a pause of a VM with aicasp
behavior, a shut down or a destruction of a maligiyM.
Upon finding a malicious activity, the reaction quunent is
triggered by the node agent, to undertake an apiptep

IDS_Admin is responsible for managing the proce$s Qiion.

intrusion detection by integrating and controllingll
components of EICIDS as well as organizing,
summarizing alerts issued by various nodes of litngdc This
component maintains information about the behawfothe
IDS across the cloud, shows an overview of systehatior,
and provides a functional interface for the adntiater of
the cloud. It has also the function of identifyingMs
involved in security incidents using user’s accsutditabase
of the cloud.

5.22 IDS Node

IDS_Node monitors the virtual environment by insiting
sensors and analyzers for the virtual machines. islt
responsible for receiving security alerts from simme
analysis and directs them to IDS_admin. At the efthe
signature analysis, the IDS_Node forwards the cagtu
packets for anomaly analysis in order to find stispis
traffic, unwanted events or patterns that indidateusion.
According to information received by the IDS_ Podl,
periodically checks whether or not the VMs are iagnit
may instantiate or remove sensors and analyzeteaofirtual

and 526

Signature Analysis

The signature analyzer is located in the virtualize
environment created by EICIDS. It is responsible fo
analyzing the data generated by the sensor, applyin
detection rules, thus able to identify malicioutiaats of any
VM before sending the information to IDS_Node. (fatern
of attack is found, an alert message is sent to Nifdle, if a
malicious action is not detected, the captured @i@ckre also
sent to IDS_Node for a more detailed analysis. Due
privacy laws, only the content of the IP packetdezais
analyzed, where patterns of known attacks, sugioascan
attacks are targeted. Attacks based on headercptetmake
use of vulnerabilities of the TCP/IP stack and dam
identified by the use of a packet filter or specifiontent
rules header by the IDS.

5.2.7 Anomaly Analysis

The anomaly analyzer is located outside the viitedl
environment, specifically in IDS_Node. It is respitrte for a

new analysis of the data generated by the sensdr an

environment in order to save resources of the clof@rwarded by the signature component analysis. et &

environment (elasticity control).

523 IDS Poal

IDS_Pool monitors the virtual environment searchfiog
active virtual machines. When is finds a new rugriM, it

issued to the node in case of a confirmation ofnzalous
behavior in a VM. The analysis is based on theatiam of
the amount of packet types caught in the net. Alingrto
the study by Zaidi [23], and also applied in [24f variation
of the packet types captured between values definea

sends a message to IDS_Node so that EICIDS seasers lower limit and an upper limit will be used as thasis to

activated. Similarly, when no virtual machine isufad, a
message is sent to IDS_Node to disable the senturs,
saving resources of the cloud.

524  Netsensor
The process of detection starts from this componénhas

determine the status of network traffic. Trafficcisnsidered
normal if it is below the threshold; abnormal, iegter than
the upper limit, and is considered a suspect ire gass
between the lower limit and upper limit.
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6. Implementation, test and results virtualization operations similar to the ones of$a The
) o AGATHA host has the administrative VM virtualizatio
EIC_IDS co;nb]:n\?l\s/l the dtas_ks ff morgtorlng tlhe _networ'ﬁamed bt running VirtualBox virtualization managegrsion
environment o s, and signature and anomaly Mo 4.2 [31]. The bt VM works as the Admin module coméal
detect internal attacks to VMs hosted in the cld@ad]. . .
o S . in AGATHA host which acts as the Cloud Controller,
Monitoring is based on collecting information fraargeted s . - .
providing an interface for the administrator of $aghowing

VMs traffic in promiscuous mode. ) .
To demonstrate the operation of EICIDS, we havaikitad all events coming from each node of the cloud. D@ suit
any number of nodes available in the cloud, becduse

only DoS attacks (Denial of Service), but it casocabe o
extended to other types of attacks [1]. EICIDS ideployed and distributed over the VMs. In our cabeve,

following classes: Netsensor, IDS_Analyser, St@s, 10.10.10.0 and gateway 10.10.10.1, achieved byitheal
IDS_Node, IDS_Admin, IDS_Pool and IDS_Reaction. network interface virbr5. Such bt VM connects dilgavith

To capture packet frames, jpcap is used [26] tolémpnt IDS_Node contained in LABCLOUD machine, getting the
the functionality of the libpcap library [27]. Theet of necessary alerts. If there are more nodes in tiiecement,
classes, methods and attributes used in EICIDSieveed in  all IDS_Node of each Node Controller would be caneé

the class diagram shown in Figure 4. to the VM bt to get information from all nodes.
In the diagram, we can see the relationship betvle&m n

IDS_Admin and IDS_Node classes, in a cloud enviremm
IDS_Admin is responsible for managing, maintainiagd
coordinating various IDS Node. To demonstrate th
functionality of EICIDS, the classes Nestsensorl,
IDS_Anlyser, IDS Node, IDS Pool, start IDS and Table 1. Virtual Machines Addresses IP

In LABCLOUD host, representing the Node Controlliéris
created a virtual network managed by KVM, segmerited
irbr5 router, managing VMs backtrack, VM5 and VM#&h
eir IPs contained in Table 1.

IDS_Admin are partially implemented. Virtual Machine P Address

6.1 Test Environment Bt 192.168.27.55
To perform the tests, an environment is createdABSAC
(Laboratory of Systems and Computer ArchitectutéS)A | Backtrack 10.10.10.10
(Federal University of Maranhdo). The test envirenifor Vme 1GAT.50.25
EICIDS simulates an laaS cloud infrastructure, dase the St
use of two machines connected in a network as showp 5 10.10.10.173
Figure 5.

In our first test, the backtrack VM is the virtuahchine that
suffers a masquerading attack and it is runningeuritle
administration of a malicious user that passes flegitimate
user, and performs attacks in order to test theerability of
the environment. The attacker runs a port scamgutie
methodology of sending ICMP request with the respoto
all hosts on the network or sending to the broadaddress
of the network, and running attacks in the contéxtenial of
services such as Synflood and Smurf.

[CECRTRTNT LA RLELE )
badirtrack WA P 3010105
L)

0.0

As "victims" of the attacks, we have two instamdhtvirtual
machines VM6 and VM5 which are in the same netvask
the malicious VM, and are administered by legitienasers.
However, these VMs are purposely running and shgwin
vulnerability to attacks in order to demonstratee th
functionality of EICIDS.

Wik IP: 1010010

6.2 Testsand Results

First we initialize the administrative VM bt, rumg on the
AGATHA host (Cloud Controller) and then the compuotse
of the IDS LABCLOUD host (Node Controller), whichiea
The machines that keep the operating environmenamed the IDS_Node, the Start_IDS, backtrack VM, VM5 and
LABCLOUD and AGATHA. The LABCLOUD host acts as VM6. We have used the backtrack VM to perform et
the main virtualization system and has the functbiNode attacks within the virtual environment, having VM#nd
Controller in the context of the cloud environmeit. VM6 as the victims. The environment is organizediaswn
possesses installations of Linux Ubuntu Server4.3.qeg], in figure 6. It shows the administration interfacs
KVM virtual machine monitor [29] and the libvirt LABCLOUD to view the status of VMs environment, the
virtualization management library [30] in order permit VM5 user interface, the initialization interface $fart_IDS,
the backtrack user interface, the user interfac¥ M6 and

LB LO4IEY AGATHA
B LA BEE T TR W 10 NRLIT.53

Figureb. Testing environment EICIDS
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the IDS_Node interface to perform local administratof
the components of EICIDS.

To do the tests, we have used the hping programdg1]
network tool for sending TCP / IP packets for aaygét
network address. With this tool, some commands a
executed simulating malicious traffic against \ditu
machines hosted in the prepared environment.

6.21 Test 1: "synflooding”

We realize the first attack using the command Hping -c
1000000 -d 120 -S -w 64 -p 135 -s 135 --flood -al@(®.5
10.10.10.173. This command simulates an attackypé t
SYN Flooding, sending packets with tcp syn flag lded,
with the destination IP address of the victim (0010.173)
and with an invalid origin address that do not hgldo the
virtual network test environment. The parameteesius the
command are:

-v -- verbose;

-c 1000000 -- sends a million packets;

-d 120 -- data size;

-S -- activates the SYN flag;

-w64 -- tcp window;

- p 135 - s 135 -- indicates the TCP port of origimd
destination;

- flood -- sends packets as fast as possible;

-a -- masks the IP source address.
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considered as suspicious even if it is not exaatl$murf
attack. We have the following sequence of eventsttis
test:

Je Issue the command " ping 10.10.10.255 # - b " from
backtrack for a broadcast (Figure 12). The
"10.10.10.255" is the broadcast address of the ar&tw
and the option "-b " indicates the sending of ICMP
packets for a broadcast.
The ICMP packets are captured and analyzed. T&e ID
takes countermeasures such as paralyzing the bekktr
VM and inclusion of the current user name (malisiou
user) in the blacklist. (Figure 13).
. A warning is issued to bt (system administratoijuFe
14 illustrates this situation showing the hostnaofiea
malicious backtrack VM as suspended. In this paldic
case, it was not possible for the system to contfirah the
IP address of the VM suspect is the same as thindhe
ICMP packet header and as well as the name of the
malicious user.

6.24 Test4: "smurf" itself

The test refers to the characteristic of EICIDSligbio
detect victims of the Smurf attack and enable tatvark
administrator with the options: (1) migrate the Vid a
quarantine zone for possible forensic analysis, o@)tact
and alert the victim or (3) restart the VM.

2.

When executing the command from the VM attackes, thHowever, EICIDS is unable to determine whether \th\é

IDS shows a warning message on the console IDS_m\dmi
illustrated in Figure 7.

6.22 Test 2: " probattack”

As a second test, we do a scan host or realizeirgy "&f
Death" which we call "probattack”. This test hdwme t
following sequence of events:

1. Issue the command "# ping 10.10.10.20" to backttack

VM6 (Figure 8);

2.
takes countermeasures such as paralyzing therhekkt
VM and inclusion of the current user name (malisiou
user) in the blacklist (Figure 9 and Figure 10);

. A warning is issued in bt which
administrator. Figure 11 illustrates this situatgimowing
the hostname of a malicious backtrack VM as suspand
and the username of the malicious user insertettheén
blacklist.

The following test3 and test4 are concerned witturém

attacks. We llustrate a ping for an ordinary hicest

showing a scan of hosts in the network and a piogdrast
in conjunction with IP Spoofing, which is the Smattack
itself. Since the source IP address belongs toviheal
network there is no guarantee that such addresmdelto
the same machine which originated the ping. Fos th
purpose, all broadcasts of ping are classified uspisious
and labeled as "smurf".

6.2.3 Test 3: "smurf" on broadcast ping

The third test is intended to verify the provenan€e host
sending of a ping broadcast showing that this contiria

The ICMP packets are captured and analyzed. The 13-

is the system

related with the threat is only performing a scanl@

addresses within the virtual network, or realizangroadcast
ping or itself is a victim of a Smurf attack. Faist purpose,
it is necessary that the VM is moved to a safe areh put
the responsibility of this VM directly into the hds of the
network administrator.

Nevertheless, we have the following sequence ohtsvir
this test:

Issue the command # hping3 to 10.10.10.20
10.10.10.255 -i -1 1" from backtrack for broaddassee
the answer in VM6 (Figure 15). This command uses th
hping3 tool [42], which allows editing of the headmd
control of transmission of ICMP packets. The baaddtr
VM sends several ICMP echo request packets to the
broadcast address (10.10.10.255), falsifying thercso
address of VM6 (10.10.10.20), which will be thetivic

of the attack, receiving scores (flooding) of ICMEho
reply packets as a response.

2. The ICMP packets are captured and analyzed. Tie ID
takes countermeasures such as paralyzing the bakktr
VM (Figure 16) and inclusion of the current usemea
(malicious user) in the blacklist. (Figure 17).

Issue of a warning to bt VM (Figure 18) indicatitige
hostname of the VM (VM6) as suspended and identifyi
the user name of this VM (cloud user).

3.
[

6.3 Evaluation of results
The tests with EICIDS in a virtual cloud computing
infrastructure have showed and proved the functiohs
identifying attacks and taking appropriate countsagures.
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Table Il presents a comparison of EICIDS with thaiim 8, Acknowledgments

IDSs cloud presented in section 4. We can obsiatethe
use of virtualization in EICIDS properties is inder to
monitor the elasticity of the cloud environmentughsaving

The authors acknowledge CAPES, CNPqg and FAPEMA for

financial support.

resources when required, while in other researctkswvthis
property is used to increase the capacity of thg iBelf, not
worrying about a possible increase in consumptibolaud
resources.

(1]

7. Conclusion

In this work, a model for intrusion detection inowat
computing environments, aiming to protect usersmfro
internal threats is proposed. The proposed ardhitecof
EICIDS been described with some detailed compone
operation and the methods used to detect attadkslieS
conducted in the CSA [30] in security risks in dou
computing, and specifically items of: abusive @nsgressed
use of cloud computing, accounts sequestrationjcesrand [3]
traffic as well as the work of [31] on surface ekis were
used as guidelines for the operation and implentientaf

the proposed solution. EICIDS uses characterist€s

virtualization as insulation, quick stop, fast sipr and

elasticity to protect virtual machines against cittathat can [4]

be performed within the cloud environment, more

specifically from a compromised VM. The instantiatiof [5]

sensors is made for each VM, where packets areregband

subsequently analyzed for identification of threatisus

monitoring the entire virtual environment. The rémragy

components of EICIDS reside outside the virtual6]
environment, and thus protected from attacks of
compromised VMs. Another contribution of this waskthe
use of IDS_Pool component that constantly checkwittual
environment running VMs users, promoting a moréieffit
use of cloud resources by informing other companeat

instantiate sensors to capture packets when negetiss [g)

saving resource consumption by the IDS. The results

obtained from the tests have confirmed the abiftizICIDS

to identify intrusive actions and then takes cotmgasures. [9]

In the tests, all attacks from a malicious VM weletected

by EICIDS despite that only DoS attacks were usédhe

proposed model allows identification of other typet
attacks by implementing specific types of attacksedtion
mechanisms.

With the development of this work, some possilaititfor

future work were identified, among which we cangesgy:

* The actual architecture of EICIDS
(IDS_admin), this it is not tolerant to failure. e\Ware
extending EICIDS with some mechanism of fault
tolerance.

* Adapt IDS_Admin module for identification of cloud
users using VMs to carry out attacks;

» Provide the solution as a service, operating inShaS
cloud layer;

» Development of a system for the generation of htta
signatures by means of honeypots,
conjunction with the EICIDS;

» Adapt EICIDS for mobile devices;

(7]

working i

.]15] D. Robinson."Amazon Web Services Made Simple :
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Figure 3. IDS Activity Diagram
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IDS_Admin

-arg_ips ;int
- dados_arq_ips ;int

+ start_Admin() ;- void
+ send_email{) : void

[T

IDS_Node

- socktt_start: int

- sockt_admin @ int
IDS_Analyser - saida_to_admin ; int
- buf_broadcast: int - contador_tep @ int -
- buf_ips_ativas : int - contadar_udp : int IDSZReaction
= il — - contador_icmp :int |- index :int
0per_1_| ES{ 0] - - susp_tep sint -tipo_attack : int
+ analise_pacotes() :void - attack_tep - int 1 1
+envia_node() : void - susp_udp : int +.do_reaction() ; void
- attack_udp : int
1 * - susp_icmp int

1| - attack_icmp int

1
Start_IDS
- buf_ips_ativos @ int
1 + start_IDSQ : void
NetSensor /1
- index :int * !
- gtd_packs  int
-ana:int 1
+ gtart_capture() :void
IDS_Pool
- runint
- arg_ips :int

-fos_arg_ip :int
- nuf_arg_ip ; int
- dados_arg_ip :int

+exec() :void

Figure 4. Class Diagram of EICIDS
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64 bytes from 18.18.18.28: icmp_seq=186 ttl=64 time=8.446 ms
64 bytes from 18.18.18.28: icmp seq=181 ttl=64 time=8.448 ms
64 bytes from 18.18.18.28: icmp seq=182 ttl=64 time=8.588 ms :I

Figure 8. Interface backtrack when issuing the ping command\vié (10.10.10.20)

B root@educioud: /home/jdias/workspace/really final ids/bin Zax
File Edit Wiew Terminal Help E
Stcp atcp Ttep Btcp Stcp [=]

letcp 11tcp 12tcp 13tep l4tcp
15tcp 16tcp 17tep  1Btcp 19tep
28tcp  21tcp  22tcp 23tcp 24tcp
25tcp  26tcp  2Ttcp  2Btep 29tcp
3Ietcp 31ltcp

Resolving name. ..

Getting user name. ..

Suspending malicious (wictim} WM...

victim VM hostname: backtrack
I2tcp

Resolving name. ..

Getting user mame. ..

Suspending malicious (victim} WM...

victim VM hostname: backtrack
Sate Start_IDS

Resolving name. ..

Getting user name...

Suspending malicious (wictim)} WM. ..

victim VM hostname: backtrack
34tcp

Resolving name. ..
Getting user name.

J

Figure9. Start_IDS interface displaying countermeasures
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=

root

rootigeducioud: /homeljdias/workspace

File Edit View Terminal Help

root@educlowd : fhomes jdias/ workspaces

TERMINAL DO LABCLOUD

5

root@educiowd : fhomes jdias/workspace# virsh list [=
Id Mome Estado
1 backtrack pausado
2 vm5 executando
3 vmb executande
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Figure 10. LABCLOUD terminal interface showing the "pausetttss in backtrack VM

File Edit View Bookmarks
t: . .

PING 18.18.18.255 {18.18,18.255) S6{84) bytes of data.

admln_ldsf‘- java <@bt>
Settings Help
Admin )

admin_ids/b : java

[ root@bt: fhome/maluser |—oOx

file Edit View Terminal Help |
roat@bt ; /home userd ping 18.18,18.255 -b L=
WARNING: pinging broadcast address

BACKTRACK

§

Figure 12. Interface backtrack issuing ping to broadcast

Figure 11. Administrative interface Bt VM at the time of teaspected attack
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—-O

d: fhom »
File Edit View Terminal Help |
root@educloud: fhome jdiasworkspace/ really final idssbin® java start _ids 13 188 ﬂ

Start_IDS
waiting for Mode to start...

Pool alive...

14.18.18.18

19,19.16.28

18.18.16.38

Netsensor Thread-1 started...
Gicmp

Reselving nome. ..

Getting user name. ..

Suspending malicious (wictim) WM_..

Victim VM hostname: backtrack

ﬁesoivlnél;:r:e... Sta rt'__j DS

Getting user name. ..

-

Figure 13. Start_IDS interface displaying the status of alarid Reaction in case of attack

L
File Edit View Bookmarks Settings Help

admin_ids/b : java

Figure 14. Administrative interface of bt VM on receipt obaspicious smurf attack alert

[ root@bt: (home/maluser J=ox
File Edit View Terminal Help |
root@bt: home /maluserd# ping 18.16.18.255 -b ]

WARNING: pinging broadcast address
PING 18.16.18.255 {18.16.19.255) 56(84) bytes of data.
“C
- 18.18,18.255 ping statistics ---
257 packets transmitted, @ received, 108% packet loss, time 357360ms

root@bt; /hose /paluserd hpingd -a 19.10.18.28 -1 18.18.10.255 -i 1
HPING 18.18.18.255 {ethl 18.18.18.255): icmp mode set, 28 headers + 8 data bytes

IBACKTRACK]

4

Figure 15. Backtrack interface, sending a flood of ICMP paske broadcast with spoofed source IP
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- ] rootged : fho
File Edit View JTerminal Help
root@educlowd: fhome, jdias/workspace/really final_ids/bin# java start_ids 13 1ee [2

Start_IDS
wWaiting for Node to start...

Pool aliwe. ..
18.18.18.18
Start_IDS
18.16.16. 38 —
Metsensor Thread-1 started. ..
Bicmp
Resolving name. ..
Getting user name. ..
Suspending malicious [victim) WM...
victim VM hostnare: vmé
itcp
Resolving name. .
Getting uier name, ..

]

Figure 16. Start_IDS identifying the victim VM (VM6) and dikgying the status of the component Reaction running
countermeasures

I~
File Edit View Terminal Help |

root@educlowd: fhone/s jdias /workspace# virsh List =]
Id Nome Estado

1 backtrack executando

2 w5 executando

3 vmb pausado

root@educ lowd: fhomes jdias workspaced cat fids/fblacklist
18/69/2013 23:46 maluser

18/69/2013 23:51 maluser

18/09/2013 23:53 maluser

18/89/2013 23:55 maluser

11/69/2013 66:62 maluser

11/69/2613 B0:87 maluser

ropt@educloud: Fhome/ jdias workspaces# l

TERMINAL DO LABCLOUD

| 2| admin_ks/h : java qahn“
Fle Edit View Bookmarks tings  Help

admin_ids/b - java

Figure 18. Administrative interface bt VM on receipt of thewsrf attack alert
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Tablell. Comparison of IDS -based VM to Cloud Computing
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Architecture IDS Protection Mode Location Use of Elasticity
Capture
Packets
IDS . Physical IDS Save
Center. Distribut. By By By on the Physic. VM Node and Increase Cloud’s
Node VM Service VM Node s
VM Capacity Resources
GCCIDSJ[16] X X X
Intrusion X X X X
Detection
System in
Cloud[17]
IDS VM [19] X X X X X
IDSaaS [14] X X X X X
CIDS [18] X X X X X X
Proposed IDS X X X X X X X




