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Abstract: Data dissemination is the most significant taskain
Wireless Sensor Network (WSN). From the bootstrag@tage to
the full functioning stage, a WSN must dissemirddta in various
patterns like from the sink to node, from nodeitk,sfrom node to
node, or the like. This is what a WSN is deployed Hence, this
issue comes with various data routing models atehdahere are
different types of network settings that influertbe way of data
collection and/or distribution. Considering the wnfance of this
issue, in this paper, we present a survey on vanmwaminent data
dissemination techniques in such network. Our iflaation of the
existing works is based on two main parametersntieber of sink
(single or multiple) and the nature of its movemésiatic or
mobile). Under these categories, we have analyaedus previous
works for their relative strengths and weaknes8esomparison is
also made based on the operational methods of usritata
dissemination schemes.
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1. Introduction

Wireless sensor networks can be applied
application domains. In fact, a wide range of -wafld
deployments have been observed in the last fews\jéad].
This kind of network is constructed with a largember of
tiny and smart sensor nodes deployed in an ad-remer
over an Area of Interest (Aol) for collecting th&pected
information [10-11], [96-97]. These nodes are expedo be
inexpensive and can be deployed in a large nuntbbaish
environments, which implies that the sensors apgciyly
operating unattended without any human intervenfion
most of the network’s lifetime. The communicatioinem
and to
technologies. Each sensor node has its control &wea
monitor the surrounding environment
equipment, optical equipment, chemical analysispgant,
and electromagnetic equipment. Some special fumstgan
also be achieved by setting some functional equipfie].

and may sense the data directly or receive it tnoother
intermediate nodes.

One of the major barriers of a Wireless Sensor Nekws
that the sensor nodes have limited transmissiogeraAlso
their processing and storage capabilities as welltheir
energy resources are limited [15]. Hence, the &tighs of
resources are often noted as the key challengactdet for
designing any operational protocol. Data disserionat
within WSN is not an exception to this. In pracficata
dissemination protocol for WSNs is responsible for
delivering the sensed data using a valid path batve®urce
and destination node and has to ensure reliablédi-hup
communications. Because of the relentless efforfs
hundreds of researchers, several data disseminatiocols
have been proposed for wireless sensor networkshisy
time. Considering all the inherent challenges in NV&s
noted above, it is an interesting issue to investidiow the
data disseminations are modeled for such netwdrkis is
the core intent of this paper to analyze varioyseets of the
design methodologies of data dissemination of thastm

in seversignificant protocols. We describe the achievemseatfar in

this area and highlight the relative strengths wedknesses
of the data dissemination models of various prd&dor
WSNSs.

The rest of the paper is organized as follows:dvalhg the
Introduction, Section 2 describes the WSN data
dissemination mechanism, notes the previous rekiecys
and provides new taxonomy of WSN data dissemination
Based on the classification of data disseminatimtggols
presented in Section 2, Section 3 and Section deptean
overview of the major data dissemination strategigth

the network are performed using wirelesstatic and mobile sinks respectively. The issuesirajle and

multiple sinks are investigated in detail in separa

by perceptiosubsequent sections. Section 5 resumes and comiperes

studied data dissemination protocols. Finally, Bect6
presents concluding remarks with directions on open
research issues.

Among various roles and objectives of WSN, the most

crucial objective is data dissemination [13-14B][®hich is
also one of the key problems faced by the sensdesidn
this environment, the network supervisor (or, adstiator)

2. Data Dissemination Protocols

To design a data dissemination protocol for wirglssnsor

may need to interrogate the sensors by spreadinigterests netv_vorks, it has to (_:or_lsider several parameteasaelto this
over the whole network, whereas a sensor node needs€nvironment [10]._ Limited energy resources of semsales,
notify the supervisor when interested event occhnging duality of the wireless channel, packet loss annley
data dissemination processes, sensor nodes comateinj€onstitute the main important issues that are reeddebe
with each other to deliver the sensed data to tpersisor considered. Energy consumption effectiveness repteshe

via the sink node. Each node in the network acts esuter Most significant performance metric which influesice
directly on the lifetime of network. This is whyeweral data



International Journal of Communication Networks &mfdrmation Security (IJCNIS)

dissemination protocols have ignored other perfocea
metrics such as the data transmission time, lateanay have
put more emphasis on energy consumption [16-27], The
goal of a data dissemination protocol is to find amaintain
a valid path towards sink or base station by whilcta
forwarding process would consume minimum of energy.
Several data dissemination strategies have begroged for
wireless sensor networks. Their principal ideasniyiaare
related to the class to which they belong. In ditere, these
approaches have been classified [10], [28-30], r@tcg to
the network architecture, the initiator of commuattion, the
path establishment, and so on. In [14], the authagklight
the special features of sensor data collection BN&| by
comparing with both wired sensor data collectiomwoek
and other WSN applications. The authors descritmsic
taxonomy and propose to break down the networkeelegs
sensor data collection into three major stages:ehanthe
deployment stage, the control message disseminatage,
and the data delivery stage. A literature survey data
collection in WSNs with mobile elements has beassented
in [31]. In this work, the data collection issueshheen
studied through three separate phases. Discoveaseph
allows nodes to detect the presence of the molelments;
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the traffic load using multiple data disseminatipaths.
Nevertheless, sensor nodes near the sink stilleteegheir
energy faster than that of other nodes due to theavy
overhead of relaying messages. This uneven energy
depletion phenomenon causes degraded network
performance and limits network lifetime. If all sems
around the sink consume their energy, the sink Wwél
isolated from the network, and then the entire pekvwvould

fail. Using multiple static sinks can significanttyprove the
network performance in terms of latency and energy
consumption. Having multiple sinks in the netwoedduces
the distance between sensor nodes and a sink, ddius
improve both energy consumption and latency [32-3V]
WSN with multiple sinks can be regarded as set ulf- s
networks, each of which is composed of a singlé. siihe
number and the locations of sinks should be thdryug
studied as they could directly affect the netwdfidtiime [38-
41].

3.1 Single Static Sink Data Dissemination Protocols
3.1.1 Low Energy Adaptive Clustering Hierarchy (LEACH)
LEACH [42] is the first and most commonly known ene

data transfer phase defines the communication pwcéafﬁcient hierarchical clustering algorithm for wiess sensor

between a mobile element (ME) and its one-hop tigh
In the last phase of routing to mobile elements, dlathors
present and discuss some data dissemination pistadih

mobile elements into flat routing and proxy-basedting

classes.

Our classification in this work is mainly basedtbe number
of sink(s) (single or multiple) and their naturga(z or
mobile). Some protocols require that the sink noag to be
static and sensor nodes cannot achieve their mqaints
without this assumption. Other protocols suppoet ittobile
sink concept and try to exploit this possibility poovide a
good performance. Moreover, in these kinds of ol

networks. LEACH is a cluster-based protocol, which
includes distributed cluster formation (Figure PEACH
randomly selects a few sensor nodes as clusteshaad
rotates this role to evenly distribute the energgdl among
the sensors in the network. In LEACH, the clusteadhnode
aggregates the sensed data arriving from nodebéhattg to
its cluster, and sends an aggregated data to Heedbation in
order to reduce the amount of information that minet
transmitted to the base station.

LEACH process starts with the entire nodes orgagizi
themselves through the clustering algorithm to fargiuster
where one node will be elected as a head nodeustec!

some use more than one sink which requires additiorhead. Energy will be depleted more if the clusteach is

management and coordination operations.

Data Dissemination
Protocols

=
N N BTN T

Figure 1. Taxonomy of data dissemination protocols in
wireless sensor network.

Considering these key parameters, we suggestfgiagsthe

existing data dissemination protocols according the

taxonomy shown in Figure 1. Two great classes can
found; (i) Static sink data dissemination profecand (ii)

Mobile sink data dissemination protocols. Eachslasagain
divided into two subclasses related to the numbesini(s).

3. Static Sink Data Dissemination Protocols

Sink node in a WSN is the most important entity.eT
collected sensor readings from sensory field havebé
disseminated to a predefined sink for analysis a
processing. The data dissemination strategies wiitigle
static sink try to prolong the network lifetime bgbalancing

fixed into one node, thus LEACH has the abilitydtate the
cluster head among the nodes in the local clutteACH
protocol uses aggregation method to gather allrinédion
from the sensor nodes in the local cluster wheeecthster
head will collect the information for sending toetlbase
station. LEACH protocol design can be divided ithoee
different angles:

Nodes clustering,

Data gathering for aggregation,

Cluster head rotation.

In node clustering setup, each sensor node wikcseh
which cluster it belongs based on the distance émtwthe
node and cluster head. The process needs therchestd to
broadcast a message to all its neighboring nodéshvetterts
them that it is a cluster head. After receivingtld messages
Bom the nodes that would like to be included ie tuster
and based on the number of nodes in the clusterltister-
head node creates a TDMA (Time Division Multiplec&ss)
schedule and assigns each node a time slot tontiaits
data. This schedule is broadcast to all the nodeshé
cluster. This schedule permits the nodes to tumnthodir

htransmitters if there is no activity in the clusteience, this

mechanism reduces inter-cluster
nsumption.
ata fusion or aggregation is to compact the dateluster

head for sending to the base station when allrfeemation

collision and energ
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is being gathered from the sensor nodes in loceitet. The
most important part in LEACH cluster head is theyvita
handles the rotation among the nodes for clustad ledects.
Nodes have to elect the head by themselves basdatieon
energy remaining in the nodes and some given pilityab
calculated individually by each node.

. Sink/Base Station

@ ciuster-heac

Ordinary sensor

Figure 2. LEACH architecture.

Although LEACH is able to increase the network tlifee,
there are still a number of issues about the assonspused
in this protocol. LEACH assumes that all nodes ttansmit
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3.1.2 Threshold-sensitive Energy Efficient Protocols (TEEN
and APTEEN)

Threshold-sensitive Energy Efficient sensor Network
protocol (TEEN) [45], and (Adaptive Periodic Threkh
sensitive Energy Efficient sensor Network protocol
(APTEEN) [46] are two hierarchical disseminatiotorcols
proposed for real-time application. In TEEN, thethaus
assume that base station and sensor nodes haverstate
energy and base station can communicate directly @ach
sensor nodes in the network. In this protocol, seasor
nodes sense their environment continuously, but the
transmission is done less frequently. As shownigure 3,
the network consists of three communication levsisiple
nodes communicate directly with their cluster hemutl
constitute the first communication level; then,sthr head
can communicate directly with the base station, viar
another intermediate cluster head.

Cluster head sends two parameters to its neighbardware
threshold and software threshold - the hardwarestiold
being the minimum value of an attribute permittagensor
node to power-on its transmitter and transmit socituster
head. It permits reducing the number of transmissiby
allowing a sensor node to transmit its data if Hemsed
attribute is in the range of interest. The softwdneshold
reduces the number of transmissions which couldehav

with enough power to reach the bas? station (B3pefed differently occurred when there is little or no oga of the
and that each node has computational power to $UPPQansed attribute.

different MAC (Medium Access Control) protocols.

Therefore, it is not applicable to networks deptbye large
regions. It also assumes that nodes always haeetaaend,
and nodes located close to each other have cadettta. It
is not obvious how the number of the predetermiciadter-
head is going to be uniformly distributed throughale
network. Therefore, there is the possibility thag Elected
cluster heads will be concentrated in one parhefrtetwork.
Hence, some nodes will
Furthermore, the idea of dynamic clustering bringsextra
overhead, which may increase the energy consumption

In [27], a centralized cluster formation version ldEACH
has been proposed, where the base station orgaaimks
controls the network. This protocol provides a caized
cluster formation, local processing for aggregatibisensed
data and the rotation of cluster heads for eveundo These
activities are aimed at achieving uniform

not have any cluster-hea

energy

Sink/Base Station
Third P -
communication level-

Second
communication level

communication level

consumption among sensor nodes and maximizing mitwo

lifetime. Since, the base station does not haverggne
constraint, centralized cluster formation methods de
attractive alternatives. In this protocol [27], tleduster
formation is formulated as a p-median problem [4@}jch
is one of the well-known facility location problenidust to
clarify a bit here, the p-median problem can beestarery
simply, like this: given a set of customers witholm
amounts of demand, a set of candidate locations
warehouses, and the distance between each paistioer-
warehouse, choose p warehouses to open that maitiméz
demand-weighted distance of serving all customeosn f
those p warehouses [44]). This algorithm produceteb
clusters by dispersing the cluster head nodes gimaut the
network.

f

Figure 3. TEEN and APTEEN architecture.

Based on the two thresholds, data transmission lman
controlled and reduced which decreases the energy
consumption and improves the effectiveness andulmeesfs

of the receiving data. However, in TEEN, a sensatenmay
waste its time slot if it does not have any datdrémsmit.
b¥so, cluster head has to keep its transmitter pd\am” to
receive data from its members; thus, more energyldvbe
consumed.

APTEEN [46] is an extended version of TEEN. It uies
same network model as of TEEN (Figure 3). APTEEN
supports both periodic data collection and tim¢ieai
situations.
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After creating the clusters and selection of thesir heads
by the base station in each round, the cluster beads to its
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This technique of communication used by PEGASISvad|
saving more energy compared to that of LEACH [4@] t

member nodes some parameters concerning the physicarease the lifetime of the network and to redube

parameters; the hard threshold and soft threshallges, the
time slot to each node using TDMA and the maximimet
period between two successive reports sent by &.nlod
APTEEN, the cluster head aggregates all the dataiwed
from its member nodes and sends it to its higheslleluster

bandwidth consumed by using local collaboratiorwieen
the nodes and by tolerating the failure of the sem®des.
However, the direct communication between chairdhaaad
sink consumes more energy especially when the ndista
between them is longer. Moreover, the latency isremo

head or to the base station which allows reducing timportant; thus, this protocol cannot be used fmal-time
network overhead and the overall energy consumptioapplications.

Moreover,
reactive applications. However, this protocol getes an
additional cost and more overhead to organize Hresa
nodes in complex multiple levels of clusters.

3.1.3 Power Efficient Gathering in Sensor Information
Systems (PEGASS)

In LEACH [42], each node sends the collected datdtst
cluster-head, which unnecessarily implies a trassion of a

APTEEN is suitable in both proactive an

%.1.4 Smple Energy-Efficient Routing (SEER)

SEER’s [48] data dissemination is source-based hwhic
eliminates the need for the sink to flood an irdefer data
through the network. Nodes only transmit data whew
data are observed. Data are routed along a siagiie which

is dynamically established. Every time when a noeleds to
send data, it selects one neighbor to send theagedmsed
on the neighbor’s hop count and available energy.

great mass of information and it consumes muchggnerOnce the network has been deployed, the sink trigmism

especially if these data are redundant. PEGASIS [g7

broadcast packet with header field of 64 bits. 1§ hre

proposed to solve this problem and improve the LBAC reserved for node, each node in the network israsduto

protocol. In this protocol, each node communicaiat/
with its nearest neighbor and only one node iscsedeto
transmit to the sink which creates a chain comnaiito
shape. The chain is constructed in greedy way byrasg
that all nodes have global knowledge of the netwotlhe
chain construction is started by the farthest nfsden the
sink (node N3) to ensure that nodes farther from gmk
have close neighbors.

Data sending direction

Chain connectivity
Q/// //

Radio link

Nd

Figure 4. Chain construction and data passing approach.

Figure 4 shows a chain example (N3, N1, N5, N2, af§r
executing the greedy algorithm. When a node dieschain
is reconstructed in the same manner to bypassethe dode.
Node N5 presents the chain-head and it is resplensib
transmit the gathered data to the sink. The chaadhis
equitably rotated among the nodes of the chainircihead
is selected randomly, and each node has the cliarmethe
leader once every N round (N is the number of npdes
For gathering data in each round, the chain-headissa
control packet to its neighbor to start the datadgmission
from the end of the chain. In Figure 4, node N5dsethis
control packet along the chain to node N3. NodeviNiB
send its data towards node N5. After node N5 resedata
from node N1, it will pass the control packet taladN4, and
node N4 will pass its data towards node N5 via nihi@e
Each intermediate node has to aggregate the receista
with its local data before sending it to its negtghbor node
in the chain. Thus, chain-head sends only one rgegsathe
sink by round.

have a unique address within the network and trexldre
field contains source and destination node addse&bits
are reserved to identify new broadcast messages) usi
sequence number. The sink increments the sequemacben
every time it sends a new broadcast message. Ntalesthe
sequence number locally and forward the broadcast
messages only if the sequence number of the message
different from the stored one. The sequence numbemit
to avoid redundant forwarding of old broadcast rages.
An 8 bit hop count ensures that nodes can be @5%chops
away from the sink.

When a node receives this initial broadcast mess#ge
checks whether it has an entry in its neighboraiget for the
node that transmitted the message. If not, it safdentry
that consists of the neighbor's address, hop coantd
energy level. The node then increments the hoptcstored
in the message and stores this hop count as its kmpn
count. It then retransmits the broadcast messagehanges
the source address field to its address and theyenevel
field to its remaining energy level. Every node tine
network retransmits the broadcast message onad, ob its
neighbors. If a node receives a broadcast messéheaw
lower hop count than the hop count it currently,his
updates its hop count. When this initial broadd¢sest been
flooded throughout the network, each node knowshdp
count and has the address, hop count, and enevgl dé
each of its neighbors.

When a node observes new data, it initiates thea dat
dissemination process and specifies in the heddiemew
message the type of new data (normal or criticaiyrce,
destination and creator addresses. A critical ngessas to
transmit to two neighbors instead of only one. Tie@hbor
is selected based on the hop count and the rerngagémergy.
A node searches the neighbor with smaller thant deaest
the same hop count that it has. If there is onlg, athis
neighbor is selected as the destination for thesagges If
there is more than one neighbor with a smallerdmmt, the
node selects the neighbor who has the highest némgai
energy. If a node does not have any neighbor vath dount
smaller or equal to its own hop count, the message
discarded.
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Before the message is sent, the remaining enertyy &
the selected neighbor is decreased in the neigidptable. If
the message is a critical one, a second neighbbrbei
selected using the same process. Here, using hoyt as the
routing metric ensures that the message is alwaysts the
direction of the sink.

When nodes receive a data message, they update

remaining energy value of the sending node in their
neighboring table and forward the data using thmesa

dissemination process; the sending node has txdeaded
from the list of the neighboring nodes to avoid aoyting

loop in the network. When a node’s remaining energ

decreases than a certain threshold, it transmiterargy
message to all of its neighbors to inform them abita
energy level.

3.1.5 Energy Aware routing Protocol (EAP)

In [49], authors proposed a novel energy-aware imgut
protocol (EAP) to prolong the lifetime of sensmtworks.
EAP introduces a new clustering parameter for elusead
election. As LEACH, EAP is divided into rounds, kaound
begins by a set-up phase in which clusters arenirgad and
routing tree is constructed, followed by a workiplgase to
collect and send data to the sink node. In EAPogadf each
node needs to maintain a neighborhood table tcee dfoe
information about its neighbors. Each node locatedhe
cluster range is seen as neighbor. At the beginafngach
round, each node broadcasts its residual enetgytq its
neighbors and setup its state as cluster headdatediEach
node receives the residual energy from all the himgs in
its cluster range. Then, accordingly it updates
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nodes perform as redundant nodes and turn theosaff to
minimize energy consumption.

To define the routing tree after clustering (Figde each
cluster head broadcasts within a cluster range @hive
message, which contains node ID and its weight Vihelg
as below:
the

a

D (RSSpax) X E;

whereRSS; is the nodei’s received signal strength for the
signal broadcasted by the base statikas,,,, iS a constant
hich is determined by the location of the bas¢igtaand
e function D is used to estimate the distancevden node
i and the base station. After the deployment of @snghe
base station broadcasts probing message to albrseasd
sensors acquire the RSS according to the receiiggthls
strength. RSS remains constant during the netwitetinhe
unless base station varies its location or sensdes are
mobile.
The cluster head compares its own weight and tbeived
weight of the other neighbor cluster heads. Ifas lsmaller
weight, it selects the node that has the largesghweas its
parent and sends a message to notify the pareet Adigr a
specified time, a routing tree is constructed. Toat node
has the largest weight among all cluster headfiénsame
independently connected component. The node trabser
to the base station and located in a sub-regiot Wuitl
energy would be the root node of routing tree duetg
higher weight. After routing tree construction, stier heads
broadcast a TDMA schedule to their active membelesdo

W; = D (RSS;) X

itge ready for data gathering.

neighborhood table and calculates the average uasid
energy E,) of the cluster range and the broadcasting delay

time T using the following equations:

n
E = i=1 Eri
=

n

wheren is the number of neighbors in the cluster range.

T=KxPx:a
Er

where K is a real value uniformly distributed beg¢wed and
1, and P is the time duration for cluster headstiele.

During the T time, a sensor waits to receive amgppsed
cluster head message from its neighbors. If it dpes
receive any proposition, it proposes itself andadaasts its
proposition to be cluster head to its neighbor sod¥ter
broadcasting its cluster head proposition, it fwasvait 2 x

At, whereAt is the time interval which can ensure that all

neighbor nodes can receive the cluster head prigosi

message, to make sure whether there exists anclteer
head proposition broadcasted by other nodes imlitster
range. If it does not receive any proposition frate
neighbors overat, it sets its state as “Head”, or else,
compares its weight with the weights of other bzesting
neighbors. If its weight is the largest one, itssié$ state as

Figure5. EAP architecture.

The
“advantage of EAP — in fact, this technique improeesrgy

llconsumption and reduces the TDMA schedule overhead.

According to the authors and compared with the ipress
works [27], [52], the selection cluster head teghei

Head and other broadcasting neighbors give up thgolongs the lifetime of the nodes that have lowideal

competition. Otherwise, the node sets its statenamber
sensor of this cluster.

To reduce energy consumption, EAP adopts the satre i
cluster coverage scheme introduced in [50]. Thises®
permits the cluster head to choose randomly actodes to
ensure a certain required coverage limit. The remgi

energy within the cluster range. Nevertheless,ditzavback
of this protocol dwells in the high control pacleterhead
provided during each round which incurs an extrergy and
delay cost.

intra-cluster coverage scheme presents the main
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3.1.6 Directed Diffusion dissemination protocol (DD)

Directed Diffusion data dissemination protocol [58}is the
first proposed data-centric communication protodot
wireless sensor scenarios. The data generated by
producer is named using attribute-value pairs. feig6
shows the operation of data-centric communicatianqgeol.
Directed diffusion is based on query, where sinkrigs the
sensors in an on-demand fashion by disseminating
interest. As shown in Figure 6, DD consists of ¢hphases:
Interest propagation, initial gradient setup, aataddelivery
along reinforced path.

In directed diffusion, the data generated by thdesoare
named by attribute-value pairs and the data digssion
process is a destination-initiated reactive routgannique in
which routes are established when requested.

In the Interest propagation phase, the sink nodadwasts its
interest message to all its neighbors. All nodesehan
interest table in which the received interest mgssas to be
saved. Each entry in this table has several fiéltie most
important fields are timestamp field which contathe last
received matching interest, gradient fields whiohnteain the
data rate specified by each neighbor and duratéba fhich
contains the lifetime of the interest. When a nosteives an
interest, it checks its interest cache to chedkhiés an entry.

VQ'"«

O‘\

Interest propagation Initial gradient setup

|

.

() sink node O

() Intermediate node .\.

@ Source node O
O o

Data delivery reinforced path

Figure 6. Directed diffusion phases.

It creates one if there is no matching interest ansingle
gradient field is created towards the neighbor frehich the
interest is received and forwards the requestedrant
message to its neighbors. A gradient is removedh fits

interest entry when it expires. A gradient spesifith the
data rate as well as the direction in which thenevare to be
sent. If the interest exists, the timestamp anddhetion

fields are updated in the entry and the secondstats.

In the initial gradient setup, the sensor node thias a
matching interest entry generates event samplesamis an
event to all its neighboring nodes for which it lggadients.
The last phase begins when the sink starts recgithis

event, possibly along multiple paths. The sink tkends a
reinforced packet to the neighbor node which isfitst one

receiving the target data. The neighbor node whideives
the reinforced packet can also reinforce and selket
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3.2 Multiple Static Sinks Data Dissemination Protocols

3.2.1 A Sateless Protocol for Real-Time Communication in
Sensor Networks (SPEED)

g]PEED [48] is a real-time communication protocadigeed
for sensor networks. Speed provides three typesaditime
communication services namely: real-time unicasd)-time
area-multicast, and real-time area-anycast. These
mmunication types are defined as follows.
Real-time unicast. This is “more to one” communication
mode which occurs when one part of a network detszine
activity that needs to be reported to a remote bt®n.
Real-time area-multicast. Contrary to the first
communication type, real-time area-multicast is €oto
more” communication mode. This type of communmati
occurs when the base station initiates the comratinit by
sending its query to an area in the sensor network.
Real-time area-anycast. This communication mode can be
used when the response of any sensor node isisnffic
SPEED is specifically customized to be a statgteesocol.
That means, it only maintains immediate neighbor
information and does not require a routing tablPEED
provides a uniform delivery speed across the semstwvork
to meet the requirement of real-time applicationshsas
disaster and emergency surveillance in sensor mk$wd o
avoid congestion, SPEED uses a novel backpressire r
routing scheme to re-route packets around largaeydé@hks
with  minimum control overhead. It also uses non-
deterministic forwarding to balance each flow among
multiple concurrent routes.
The routing module in SPEED is called Stateless -Non
deterministic Geographic For- warding (SNGF) anddrks
with four other modules at the network layer [SBigure 7
shows these different modules.
The beacon exchange mechanism is used to collect
information about nodes and theirlocations. Delay
estimation at each node is made by calculatingetapsed
time when an ACK is received from a neighbor as the
response to a transmitted data packet. SNGF sckeleets
nodes that would meet the speed requirement bgnattig
delay values.

Back-Pressure Rerouting Neighborhood Feedback Loop

&

Delay Estimation

Beacon Exchange
Figure 7. SPEED modules.

In case no such node is found, relay ratio of tbhdes is
calculated. Neighborhood Feedback Loop (NFL) modsile
responsible for providing relay ratio of a node,iahhis fed
to the SNGF module. The relay ratio of a node Isutated
by looking at the miss ratios of its neighbors tbatild not
provide the desired speed. The packet is droppttifelay
ratio is less than a randomly generated number d@tvd
and 1. When a node fails to find a next hop notie, t

neighbor node which can receive the new data firdbackpressure-rerouting module is finally used ®vpnt
Consequently, a path with maximum gradient is fafme voids and to eliminate congestion by sending messagck

hence, in future, received data packets can besrritted
along the best reinforced path. Finally, the resthdare sent
from the source to the sink using the selected. path

to the source nodes so that they would pursue petes. In
comparison to Dynamic Source Routing (DSR) [56] Aadd
hoc on-demand vector routing (AODV) [57], SPEED
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performs better in terms of end-to-end delay anssmatio. may need to traverse multiple hops from the sotwocthe
SPEED reduces transmission energy consumptionratontdestination. Message deadlines are derived fronditsalof
packet overhead, and traffic distribution. It iSalable to the accompanying sensor data and start time of the
achieve load balancing in the network to a greder@x consuming task at the destination. The protocoluced
SPEED, although is a successful real-time WSN nguti deadline misses by scheduling message based onptrei
protocol based on simple routing algorithm, it @ meally hop timeliness constraints. It supports a probstiliQoS
energy efficient. SPEED uses only one delay thigshoguarantee by provisioning QoS in two domains -Tingss
overall to manage transmission of data packetseahighest and Reliability. QoS differentiation in timelinessprovided
transmission velocity. As a result, it cannot $atdifferent through multiple network-wide packet delivery speed
requirements for transmission delay and causes bogegy guarantees. The scheme employs localized geographic
consumption. packet forwarding augmented with dynamic compeopati
The protocol indeed results in energy exhaustiomades which compensates for local decision inaccuracissaa
quickly because it selects nodes having high trisson packet travels towards its destination. The inteliate
velocity without considering the remaining enerdynodes. nodes can lift speed level if they find that thecke may
Therefore, for a more realistic understanding oEEP’s  miss the delay deadline with current speed but megt it at
energy consumption, there is a need for compatiig & a higher level. To reduce the number of collisiadhg, QoS
routing protocol, which is energy-aware. has been enhanced in [60] by adapting the Contentio
In addition to these issues, the idea of per-fleservation Window Adapter (CWA) mechanism in which a dynamic
appears to be non-scalable in SPEED due to thelyhigltontention window has been used.
dynamic links and route characteristics. So, SPERDht In supporting service reliability, probabilistic fttitpath
not be scalable well for large WSNSs. There is aemsion of forwarding is used to control number of deliveryhsabased
SPEED, called FT-SPEED [58], which is proposedandie on the required end-to-end reaching probability. this
the void problem caused by high sensor failure abdlty in  scheme, each node in the network calculates thsilpes
WSN. In FT-SPEED, a “void announce” scheme is desig reliable forwarding probability value of each of teighbors
to prevent packets from reaching the void througheio to a destination by using the packet loss ratehatMAC
routing paths. It also introduces a void bypasseswhto layer. According to the required reliable probapilof a
route the packets around two sides of a void toajuee that packet, each node can forward multiple copies dbita
the packets are delivered rather than just beiogpid. group of selected neighbors from the forwardingghbor

: : setto achieve the desired level of reliability. €Sa
3.2.2 Mulii path Multi SPEED (MMSPEED) mechanisms for QoS provisioning are realized incalized
Multi-path  and  Mult-SPEED  Routing  Protocol Way without global network information, which issieable

(MMSPEED) [59], an extension of SPEED is designed tfor scalability and adaptability to large scale aynic sensor
support multiple communication speeds, which presid networks.

differentiated reliability. A key feature of MMSPEESs that Though, MMSPEED [59] does some improvements over
it addresses both real-time issue and reliabilapasately. SPEED and differentiates among different real-tiewels, it

The main goals of MMSPEED design are. does not dynamically adjust routing paths accordmghe
- Localized packet routing decision without globanode’s energy state. Both SPEED and MMSPEED have a
network state update or a priori path setup. common deficiency that is they do not take intooart the

« Providing differentiated QoS (Quality of €nNergy consumption metric. This metric has beersidened
Service) options in isolated timeliness and®’y EAMMSPEED protocol [61] which tries to balandeet
reliability domains. load and energy consumption of individual nodesthn

For the first goal, geographic routing mechanisraedaon Neétwork and improve the overall network lifetime.
location awareness is used. Each sensor nodetimedsto 1 herefore, each node makes routing decisions basditie
be aware of its geographical location. This logatiofollowing four parameters: geographic progress tolwehe
information can be exchanged with immediate neighbodestination —sink, required end-to-end total reaghin
with “periodic location update packets”. Thus, eaxide js Probability, delay, and residual energy at the aate
aware of its immediate neighbors within its racimge and forwarding node. The performance evaluation shokat t
their locations. EAMMSPEED protocol provides stable service in thasor
For the second goal, MMSPEED provides multiple e network and maximizes the lifetime of the entirdawurk
speed options that are guaranteed network-widedy.tfis, While maintaining the QoS guarantees provided by
the idea of SPEED protocol [48] which can guarandee MMSPEED.

sing!e network-wide speed is used. MMSPEED assumes3 2 3 Sequential Assignment Routing (SAR)

few important assumptions.

(1) All nodes know their geographical location. SAR [62] is the first protocol for WSN-oriented Q0SAR
(2) Location of the packet destination is known. calculates multiple paths from the source nodethéosink,
(3) The underlying MAC protocol allows prioritizing by building trees rooted from a 1-hop neighbor fritv@ sink
between different classes at least stochastically. (Figure 8) and growing outward until it reachesf Inades
(4) Each speed level is mapped onto a MAC layesrjpyi  while avoiding paths with low energy or low QoS
class. guarantees. At the end of this process, each ledd¢ would

Associating messages with deadlines focuses oprtitgem belong to multiple trees and thus, would have mlgtpaths
of providing timeliness guarantees for multi-hopto reach the sink.

transmissions in a real-time sensor application.stch — For each node, two parameters are associated aéthggath:
application, each message is associated with alideaahd
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(1) Energy resource estimated by the maximum nurober packet during some period and updates its routiath p
packets that can be routed before all of the endsgy formation table, else it drops the packet. If theet of the

depleted.

(2) Additive QoS metric, where higher metric imglilmwer
QoS.

Each node generating packets makes a decision alhich
path to choose. This decision is based on the gmespurce
and a weighted QoS metric which is the additive Quric
multiplied by a weight coefficient associated withe
priority level of the packet.

SAR shows an optimized performance focusing on foge

period duration is finished, the node selects3twce ID of

the received packets with the lowékip Count values as its
candidate parents. If the node receives more pawokigh the
same lowestHop Count, it saves allSource ID of the

received packets as its candidate parents. Thig rnien
updates theHop Count and the Source ID fields in the
packet and rebroadcasts it again. Every node rocegi
flooding the Layer Construction Request type paakil

the network level is constructed.

of the energy consumption of each packet withouh the second phase, Sensor nodes can start diggérgithe

considering its priority. A routing table updatevoé/es
around the network so as to update all the routitdes of
the network in order to find out the depleted nodeshe
network and ignore any further communication thiodige
ruined path.

¥

‘_‘_...

r | . Sink node
Sensor node

Figure 8. SAR architecture.

The objective of the SAR algorithm is to maximizee t
lifetime of the network while minimizing the avemg
weighted QoS metric. One of the drawbacks of thigqzol
is the high overhead due to the large number désabeing
kept on each node, especially when the number désio
becomes huge.

3.24 Hierarchy-Based Multipath Routing Protocol for
Wireless Sensor Networks (HMRP)

In HMRP [63], sensor nodes are assumed to be ffred
their lifetimes, and the identifier of sensor nodes

determined a priori. Additionally, these sensor emdhave
limited processing power, storage and energy, whifek

nodes have powerful resources to perform any task
communicate with the sensor nodes.

HMRP is based on the hierarchical tree architectime
which the sink nodes serve as root nodes. Eacloisansle

must be a member of the architecture. The protbasltwo

sensed data to the sink via the parent node. AiRet®ata
Acknowledge (RDACK) packet is sent when the datekpt
is successfully transmitted to the parent node. paeent
node then replies with this packet to notify therse node,
and forwards the data packet to next hop. In chseweral
parents, the source node chooses the parent naueakop
using Round Robin Scheduling when it wishes to seddta
packet to a sink. When the source node receiveAGI
from the selected parent, it moves this recordhisfparent in
its routing path formation table to the last pasitiand
transfers the data packet to the next parent. WG& reply

is obtained from the parent during some periodiroéf the
source node deletes the record of the concerneshipfiom
its routing path formation table.

The main advantage of HMRP is that the sensor megels
only to know to which parent node to transfer, with
maintaining the whole path information. This caduee the
overhead of sensor node. Furthermore, HMRP supports
multipath data forwarding path which distributes #mergy
and prolongs the lifetime of network. However, thrstocol
has some weaknesses like using an ACK to notify the
reception of each data packet increases the netwathead
and consumes energy too. This information can berded
from MAC layer. Moreover, HMRP supports multiplenlsi
nodes scenario, but it does not specify any sinkeno
management procedure - in fact, sink nodes workouit
any coordination among them, and thus, it has gra@inon
the overall network performance.

3.2.5 Snks Accessing data From Environment (SAFE)

SAFE [64-65] is a data dissemination protocol fareless
sensor networks. In this protocol, sensor node can
disseminate its sensed data to sinks that explipitesent
their interests by sending data requests. Each slakais
gllowed to specify its own desired data update. réS&\FE

has two major phases: query transfer and disseiminpath
setup.

In query transfer phase, user sends -via sink nibsletuery
specifying the location, the sensor data type difsred data

phases: Layer Construction Phase (LCP) and Da¢Rdate rate, and the service duration. Every nogieteins a

Dissemination Phase (DDP).

In the first phase, HMRP forms hierarchical relasioby
broadcasting a network construction packet (NCPalltdts
neighbors. This packet contai®q Number, Hop_Count,
Source ID, Sink ID, Packet Type. The sink node initiates

the Hop_Count by one, updates the other fields and *

broadcasts the packet with Layer Construction Retiype

to discover the one hop nodes. Each sensor node tha *

receives this packet compares thep_ Count field with its
hop value in its routing path formation table Hop_Count
field is smaller than its own hop value, then iejs the

recent query table and a data management tableqiidmwy
table records the most recent queries that have teeeived,
and the data table keeps the status of sensobdatg or to
be distributed by the node. Each node that receéheguery
performs the tasks as noted below.
Check the query table if the same query has
recently been dealt with. If so,
Ignore the new query, Otherwise,

e Save the query into its query table
When the node is the data source, it sendBathSetup
message to the inquiring node via unicast. If tbdenis not
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In an environment where the sensor nodes are umlijdout

junction node, it sendsJanctioninfo message to the sink via randomly deployed, the authors assume the folloywigts.

unicast. When the node is neither the data souorean
junction, it forwards the query to the next hoplasy as it is
not farther away from the queried location than ghevious
hop node. The hop sender information might be etdrh
from the packet header filled by the routing protoo use,
or injected by this data dissemination protocol obef
forwarding a query.

In the second phase of dissemination path setuph ea
inserted the negessar

intermediate node has already
information in its data management table while reng the

» Sensor nodes are grouped into clusters, where
cluster head is designated for each cluster.

* Cluster head forwards the received data from
neighboring head nodes and the nodes of its cluster
towards the sink.

e Depending on the node density and sensor field
coverage requirements, the cluster head manages
the nodes of its cluster by assigning them “awake”
or “sleep” status.

» Each node has a list of all its neighboring nodes.

PathSetup message during the last phase. The intermediagfnEE is based on discrete sink mobility along aedix

node sets a timer for waiting afick message from its
descendant, which confirms the path is activatedemthe
sink node receives th&athSetup and the Junctionlnfo
messages, it waits for a certain amount of time #eh
subscribes to the node that sent the best feedbadkhen.
If the best one is a junction node, the sink sen@sibscribe

trajectory. In CAEE, Mini-sinks (MS) are createdliging
the in-network storage model [82] along the mopilit
trajectory of the sink. Each MS (Figure 9) is cdesed as a
cluster of sensor nodes managed by cluster hebatlGabata
collector node (DC). The DC node receives the ctdie
data from the sensor field and stores it in the d8es. The

message to this node. When junction node receil&s tmopile sink periodically visits each MS and reteevthe
message, it sends FrailSetup message to that sink andgiored data.

establishes the dissemination path. Otherwise, wthen
source is eventually the best subscription poihg sink

The CAEE protocol does not impose any restrictiontloe
shape of the mobility trajectory of the sink. Thebility

sends anAck to its progenitor and every progenitorpath of the sink is along the periphery of the serfield.

acknowledges its progenitor in turn until the seugets an
Ack message and establishes the dissemination path.

4. Mobile Sink Data Dissemination Protocols

Mobile sink wireless sensor network has recentisaeted a
lot of attention from the research community. Receorks
[66-72] have shown that the use of mobile sink eahance
connectivity and lifetime of WSNs. Mobility has bee
proposed as an alternative way in the literatureréducing
the communication distance between sensor nodesiaksl
Network lifetime can be improved with mobile sinky
reducing multi-hop communication and avoiding
bottleneck problem, which appears on the nodes dlmshe
static sink.
In wireless sensor networks, mobility can appeathiree
main forms [73]: mobility of the sensor nodes thahse the
environment and transmit the sensing data, mololitginks
that gather the information from the network andwfard
data to the applications, and mobility of the oliedrevent.
Sinks can adopt mobility schemes according to ttere of
WSN application and its requirements. This mobitian be
classified into three categories [66].

(1) Uncontrolled or Random Mobility [74-77].

(2) Predictable Mobility [70], [78-79].

(3) Controlled Mobility [66], [68-69], [80].

4.1 Single M obile Sink Data Dissemination Protocols

th

4.1.1 Congestion Avoidance Energy Efficient
protocol (CAEE)

routing

In [81], the authors tried to solve the problemsdafa loss
due to congestion around the static sink, and idje énergy
consumption of the sensor nodes located in thaityocof the
static sinks. Therefore, the authors present angyirotocol
that is based on an in-network storage model [8Bl] a
mobile sink.

During its first trip along the periphery of thenser field,
the sink selects a subset of sensors as DC nodes. [BEC
node sets up its MS, and broadcasts this informatiothe
sensor nodes. The sink node starts its first mghitbund
along the periphery of sensor field to select tit& ivdes. It
chooses the first or the starting node as DCleifléist one is
cluster head. Otherwise, the sink queries the state about
its cluster head node. On retrieval of the required
information, the sink assigns the status of DClthe
obtained cluster head node. Thus, the sink staErt®obility
along the periphery of the sensor field, and ssldut second
data collector node DC2 that is located at leabbpls away

$rom DC1. Similarly, the third data collector no@3 is

located at least H hops away from DC2, and so wrthis
way, a set of DC nodes are created along the peEypif the
sensor field.

To create the MS nodes, each DC node broadcastssage
to invite the sensor nodes to joint its K-hop dustThe
message contains the ID of the DC node and thecbapt
that is initialized with 1. Each sensor node reicgjvthis
message does the following tasks:

e« Compares the available routing path to a data
collector node with the newly reported route and
keeps the shortest one.

e Increments the hop count by 1 in the received
message and forwards it.

After a certain period of time, each node knowshartest
possible route to one of the data collector nogeshawn in
Figure 9.

Each sensor node sends the collected data to gresteédC
node which stores it in one of the buffer nodest®fMS
nodes. The mobile sink stops at each MS and resjulesa
transfer from the DC node. The DC node reportsttial
number of bytes that it wants to transfer to thebitbeosink
and then the data transfer starts.
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Mobility trajectory of the sink

is connected to the center of the adjacent regibnisally,

the mobile sink is positioned on or near one of ¢kater
nodes. Then, it calculates the next position byectilg
randomly one of the neighbors of the current cenféus,
the sink moves toward this new position with préucksd
constant speed.

The data collection protocol forms propagation gre€he
sink periodically broadcasts a beacon messageratichies
the depth of the propagation trees by setting a {Tiine To

Cluster head

Sensor node

Figure 9. CAEE architecture. Live) parameter. This process creates a number of

propagation trees within the network with the rootghese

In this protocol, the collected data from the sensude to trees being one hop away from the sink. Sensor stk
the MS node are transmitted over the shortest pdsich belong to propagation tree may begin immediately

increases the lifetime of the network. Also, conmigesand forwarding their data to the sink.

data delivery delay have been improved becausehef tAs the sink moves on, the propagation trees mayrhec
mobility of sink and the multiple MSs. However, ghi disconnected. When the root node loses the commtimic
protocol may suffer from latency which can be imsed as With the sink, it simply caches all data both geted and
the number of MSs in the network increases. Hettug, relayed, and waits to hear another beacon messalgegtn

protocol is not recommended for a large scale sens®ie propagation process again. o
network and real-time applications. In this scheme, the distance traveled by the snteduced

] o ) and the time to visit network nodes is accelerattmvever,
4.1.2 Sink Mohility Protocols for Data Collection (SMPDC) PRWLMDP uses more knowledge of the network which is
more expensive in terms of communication and
computational costs on the sensor devices.
The third proposition called Biased Random Walk hwit
Passive Data Collection (BRWPDC) extends the previo
one (PRWLMDP). The authors use the same assumptions
and the same data collection protocol. In this psiton, the
sink calculates its next position based on two patars: the
visiting frequency of the region and the numbersehsor
nodes in the region. The center of the region hlaatthe low

Sink mobility has been investigated as a methocficient
and robust data delivery in wireless sensor nets/¢83],
[84]. The authors proposed four mobility patteros the
sink, mostly randomized (such as the simple randeaik,
biased random walks, and walks on spanning suthgjaps
well as predictable mobility (moving on a straidimte or
cycle). These patterns assume and exploit diffedegrees
of freedom, simplicity and network knowledge. Ta data
from sensors, the sink movement is combined witbetllata MNOU¢ . )
collection strategies: a passive, a multi-hop, antimited Visiting frequency and the high number of sensatesowill
multi-hop. bg_s_elected as the_ next position to move towar@hée low

The authors consider an environment composed afige h Visiting frequency is preferred to speed up theecage of
number of small homogeneous sensor devices withielim NeW areas. To increase data delivery in areas wiginy
capabilites. They suppose that the sensor devaes nodes, the region of high number of sensor nodes is
randomly deployed in a flat square area. The sinéschot Preferred. o o _

have any resource limitation, it can calculate smely its 1he last proposition is called Deterministic Walkittw
position using Global Positioning System (GPS) amis  Multihop Data Propagation (DRWMDP), in which thelss
aware of the dimension of the network area. movement is predefined. The trajectory is charaxtd by

The first proposition called Random Wall and Pasddata S length (L). The authors use a particular trjec(line or
Collection (RWPDC) is a simple mobility pattern ivhich circle trajectory). The linear trajectory consistf a

the mobile sink moves randomly towards a choseection ~horizontal or vertical line segment passing throtlghcenter
with constant speed. The mobile sink selects a amand of the network. The sink moves from one edge oflithe to

uniform angle in fn, n] radians. This angle defines theOother and returns along the same_path. _The. cisd:gmtered
deviation of the mobile sink’s current direction.o T at the center of the network and its radius isrdefiag =

determine the new position, the mobile sink selaatsiform Initially, the sink is positioned on the perimebf the
random distance € (0, dmax) which is the distance to travel circle and continues along this path. In this kioidsink
along the newly defined direction. If the new piogitis  mobility, the authors use a data collection protsomilar to
outside the network area, the sink decreases #iande to the one presented in the second proposition (PRWBMD
the network area border. The data are collectepassive without the timeout and TTL mechanism, thus paths a
manner. The sink broadcasts periodically a beacessayge. created according to minimum hop distance and span
Each sensor node that receives this message replaysthroughout the whole network area. The deploymérihis
transmitting its data to the sink. RWPDC preseriie t protocol imposes a high cost on the sensor devicas
simplest possible movement, guarantees visitingetisors perform tree formation and multi-hop propagatioowéver,

in the network, and thus, collects data even from seems that the delivery latency is lower thag afthe

disconnected areas in case of few/faulty sensoris dhe

presence of obstacles. However, the latency isbtbgest
problem of this method.

The second proposition is called Partial Randomk\ath

Limited Multi-hop Data Propagation (PRWLMDP). Inigh
proposition, the authors assume that the netwoda as
partitioned as equal square regions. The centeadt region

three previous propositions. Furthermore, the sieleof the
trajectory length introduces a trade-off betweea tost at
the sink and the cost at the sensors.

The simulation results show that for applicatiorsere time
efficiency is not critical and the energy savingniportant, it
is better to let the sink traverse the whole nekwarea, as
given in the first and the third propositions. Whba latency
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is important, the second proposition is more appatg. For 000050050 950 05000 0400%p% 0 oOO o
the applications where the mobility capabilitiestbé sink |05 Q<= 5 £ 0 = G e >5——20 o
R , ; AT N DR ) I SRS IN C RC PN
are limited but can tolerate some loss of infororatand o | @0 p°i §09io g | o s
increased energy consumption, the last proposiiomore |0 o o | o | 2 g o9 o %O o]
suitable. = T S . O ' — :_;_mm;% o
o | 000 G000 5 UG 50,9
4.1.3 Density-based Proactive Data Dissemination Protocol 050! o | o0 Oj4 Ooo i OOO i 0 %30 o
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In [85], the sensing data are proactively disteéoutand 000 _i00_ i % '''' oo | 9 “a
stored throughout the network. The mobile sinkreefto g | & ol Q| Og 0! o 1 004 o°
choose its own trajectory in any way and at anyetiffihe o “ 00 e _Q Q<O _QO_QO_QO
only condition imposed on the mobile sink in order | © So o [0 50P G O 5O 5O ;O 0,
retrieve a representative view of the monitoreddsion the

total number of nodes the mobile sink needs tot.visi
DEEP, data dissemination strategy uses a combmatfo Figure 10. CAEE architecture.

density sensitive probabilistic forwarding with eetinistic Thus, when the sink is located at the center oél it can

corrective measures, as given in [86].This tecmiqqrmits communicate with every sensor node within the eedia.
to ensure a.predefmed average number of transmessind The sink collects the data in a passive mannebapadcasts
retransmissions of each message. Based on catiul acon messages within the cell. Nodes that reeebeacon
p;tobabmty_, _each r}odehcar}_deC|_de tolfr%adcasé;msage start transmitting the data stored in their mentorthe sink.
after receiving it for the first time. If the nodgoes not Initially, the mobile sink is positioned on one tbe central
decide to retransmit the message, it should waitafgiven nodes. In the Figure 10, two sink mobility schemezosed

de!ay and if it doe_s hot receive thi? message faom of its by the authors: deterministic walk and biased ramdealk
pe|ghbors, then this node retransmits the mesAA_g@over, are represented by the blue-thin and the red-thiokw lines
in this protocol, the node can store the receiveassage respectively

_k;ased.on lan_other callculathed pr%babgiltzyl.zp 851 is th In the deterministic walk, the sink visits celloifn left to
e simulation results show that [85] is theren i hi and vice versa according to the blue-thinoarr By

;/lable solut:con, g_speually for s_palrse ne:jworhks,ewhhe moving on this trajectory, the sink can communicaith
requency of sending messages is low, and wheami®int - .., node in the network. This walk assumes sowieab

?r: se_nse:j t(_jata repﬁrtgﬁj |r; e?c?hrr:etisagef Iary_se\}erl,l network knowledge to know the boundaries of théscahd
e simulation results illustrate that the dataage Is well o network. It avoids visit overlaps and multi-hop

distributed in the network. communication, which optimizes the time needed dwec
414 Data Collection with Adaptive Stopping Times the network. However, in this kind of walk, it mapt be
(DCAST) feasible to traverse the network with the presende
obstacles that may hinder the movement of the shio,
with adaptive stop times, as a method for dataectbin in the network top_ology may not be knowq to the s!nlm;ay
wireless sensor networks [87-88]. The system modgi‘lange dynamically. To avoid _these |.n_conven|e.n¢be,
contains a single mobile sink and a vast numbeulé- authors proposed the second sink mob|I|_ty scheme{:tj
small homogeneous static sensor devices. Each rsenso random walk) represented by the red-thick arrowsthie

: At . i 10.
fully-autonomous computing and communication dewcé:'gur,e . L ,
characterized mainly by its limited power supplyheT In this walk, the next position of the sink is detned by

sensors are deployed randomly in flat square afée. selecting the center of one of the neighbori_ngs_ceA
authors assume the existence of some regions,dcalr%e_ql;ency IS asfsomatehd W'.th eaﬁh cell - the s_nd(e?_ies
pockets, in the network with high sensor node dgnEiach this frequency for each visit to the corres_ponck!:eaglj. €
pocket represents a circular area and does notapvesith selection of the next area to visit is done inasbd random
another pocket. Moreover, the authors suppose tieat manner de_zpendmg on this frequency and the lessidraly
mobile sink is not resource constrained. This Snkssumed visited regions are favored.

to be powerful enough in terms of computing, memanyd For each mobility sc_heme, the _ authors proposed two
energy supplies. The sink can accurately calcuiide d_n‘ferent types_of stopping for the sink. In therStant stop
position using GPS and it is aware of the dimerssimd the time, the mﬁblle”smk ;akesda constant a!"d anhggaai;e
boundaries of the network area. Also, it moves withstant time at each cell. In the Adaptive stop tlr_ne, L san
speed according to a given mobility function. Thebitity leave the cell before the end of the stopping timevoid

function can be invoked at anytime even beforetrigacthe spending a lot of time in a cell without collectidgta, \_/vhen_
designated point the sensors empty their memory before stopping time

As shown in Figure 10, the network area is parti, expires. Also, at each cell, the sink waits for saime after
during the network initialization, as equal squaegions, :jhe end of the stopping time to receive the evéreading
called cells. The center of each cell is connectdth 9ata-

unidirectional edges only to the four centers @pomding to
adjacent cells.

In this protocol, the authors propose biased sirdbitity
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4.2 Multiple M obile Sinks Data Dissemination Protocols

4.2.1 Coordination-based data dissemination protocol for
wireless sensor network (CODE)

CODE [89] considers energy efficiency and network

lifetime, especially for sensor networks with higtode
density. In this protocol, all sensor nodes ardiatary
except the sinks nodes. The authors assume thiatseasor
is aware of its residual energy and its locatiomgishe
Global Positioning System (GPS) [90]. As shown fire t
Figure 11, the sensor network field in CODE is déd into

grids. Each grid is indexed based on its geographic

location. During the data dissemination processh egrid
participates by only one coordinator node. The roffemsors

remain in the sleeping mode using GAF (Geographical

Adaptive Fidelity) protocol [91]. The coordinatocta as an
intermediate node to cache and relay data.

CODE has two major phases: query transfer phaselatad
dissemination phase. For example in Figure 11n éeent is
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0 Mobile sink. @: Dissemination node. o : Simple node. ® : Source node

- - Lower tier query forward /\ - Higher tier query forward.
1

Figure 12. TTDD structure.
4.2.2 Two-Tier Data Dissemination Protocol (TTDD)

This protocol [77] provides data delivery to mukipmobile
sinks based on a decentralized architecture. TTBBsu

detected (grid [1, 0]) the source generates a dataemogeneous sensors and assumes that each seas@rés
announcement message and sends the message toofalts own location using GPS [90]. TTDD is gridses

coordinators using a simple flooding mechanism.nTtke

interested sink sends a query (query transfer phaséhe

source node along the path [2,-2][1, 1] = [1, O] which

will be used to transport the sensing data durhmgy data
dissemination phase. However, the sink checks

geographical location periodically. If the sink nesvout of
the grid (from [2, 2] to [2, 1]), it has to sendn@ssage to
remove the previous data dissemination path and tke
sends a query to set up a new one ([2>1]L, 0]).

CODE establishes a better data dissemination peghdoon
the grid ID without flooding and additional pha3ée sinks
do not need to periodically propagate their geduicg

location to the sources. Moreover, CODE takes aucount
query and data aggregation to reduce the amourtats

transmitted from multiple sensor nodes to sinksweleer,

the random sink mobility presents the major incaorece

of this protocol. The mobile sink can move at amgj goes
away from the source node. Thus, it may increasdatiency
and energy consumption.

Old and new Data dissemination path Sink moving path

0
2 @
o ©O
1
@
0
. 0 ® . @ ¢ @0
0 . o O
0 0 w ©
0 1 2 3
£ | Mobile sink
] Coordinator
0 Sensor node

Figure 11. CODE architecture.

structure. A virtual grid should be created at apy sensed
data by the source node. As shown in Figure 12 nwhe
source (S) senses new data, it calculates theidosadf its
four forecasted neighboring dissemination point} Bsed

itm its geographical position and cell size. There®wnode

then sends a data-announcement message to thgbbarsi
to select the real four dissemination nodes (D)chEa
dissemination node resends the data-announcemesstges
with the same manner until the construction of tireual
grid as shown in Figure 12.

Instead of broadcasting the location informationnabile
sinks to all sensor nodes, TTDD uses a two-tieradat
dissemination model to deal with the sink mobifiyoblem
and reduces energy consumption.

Only sensors located at a cell boundary need wwaiat the
data. The sink proactively builds the two-tier gsilucture
throughout the network and sets up forwarding ointthe
sensors closest to the dissemination nodes. Therloer is
the cell at the sink's current location and thehbigtier
contains the dissemination nodes at cell boundafFies sink
broadcasts its query within its own cell. When tlearest
dissemination node in the cell receives the quéfgrwards

it to its adjacent dissemination node in anothdt. dehis
process continues until the query reaches the sqwde or
one of the dissemination nodes that have the quurekng
data. During the query propagation, the networktdsthes
the reverse path towards the sink so that the cad&d be
forwarded on the same path as that of the quenyamation.
TTDD exploits local flood within a local cell ofwartual grid
which sources build proactively. However, it doest n
optimize the path from the source to the sinks. Viae
source communicates with a sink, the restrictiongafl
structure may increase the length of a straigig-lpath.
Also, TTDD creates new virtual grid for each newtada
source. It therefore, increases energy consump#od
connection loss ratio. Moreover, sink mobility imist
protocol has random scheduler like CODE [89] wraffiects
negatively on the network performance.

In the protocol, EGDD (Energy-Aware Grid-based Data
[92], the author tries to overcome the above TTDD's
drawback. In EGDD, the grid is constructed only whe
valid grid is present in the sensor field. Also,e th
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dissemination node is selected based on its rdsgheagy.
Hence, it can be replaced by another one whennigsgy
becomes equal to the predefined energy threshadded¥der,

EGDD network model ensures query and data forwgrdi

through the shortest path between source and Himkever,
sink mobility in this protocol is uncontrolled wiiddrings
other challenges for this protocol.

4.2.3 Pseudo-Distance Data Dissemination
(PDDD)

In PDDD [93], network partitioning is not considdrand
mobile sink nodes are assumed to have unlimiteteryat
power. Also, it is assumed that the links betweenser
nodes are bidirectional and no control messageksteThe
main idea of this protocol is to create and maimgil otally
Ordered Graph (TOG) using pseudo-distance. As thxpia
the Figure 13(a), when a sink node (S) wants teecbtata
from sensor nodes, it broadcasts an interest mesdg
receiving this message, each node can set its psHsthnce
and corresponding level from the sink, and thdwaadcasts
the received interest message to its neighbor nodtésits

protocol

n
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[77], PDDD did not give any strategy of sink motyilivhich
is still random and uncontrolled.

4.2.4 Topology-based Rendezvous Data Dissemination
(TRDD)

This protocol [94] assumes a network model of thiees.
Sensor nodes are deployed randomly in the lower eich
sensor is assumed to be aware of its geographasatign
using GPS [90]. Sink nodes are placed randomly hen t
periphery and they constitute the middle tier. hiigher tier
represents the administration site. TTDD considtstwo
phases: the events propagation phase and querggatiqn
phase. The dissemination structure of TRDD is basec
simple geometric idea. It considers the networkmeter as
a polygon that provides a closed region for theriot nodes
called query region (QR). TRDD adapts a modifiedsiomn
of the algorithm presented in [95] to identify dymaally the
outer boundary nodes. As shown in Figure 14,
construction of the QR starts once the sinks rectie query
from the management site and after discoveringpthandary
nodes. Thus, QR contains the sensor nodes of tiveore

the

own level metric. At the end of this operation, theerimeter and their one-hop neighbors.

hierarchical levels of communication are creategyfe 13
(b)). Thus, each sensor node uses this TOG tordisate
the requested data.

Mobile sink nodes generate periodical heartbeasatges to
their direct neighbors. Therefore, if the mobileksinodes
move, the direct sink’s neighbors can detect thk siobility

by losing the heartbeat messages. For the othepsendes,

When the sensor nodes of one-hop neighbors of the
boundary nodes in the QR region receive the quacket, a
beacon packet has to be transmitted by those nddeés.
beacon allows interior nodes located outside QRiptdate
their neighbor table, to be informed about the tiveaof the
QR region, and to start sending their sensing ttatard the

QR. After selecting a direction’s path (TRDD propdsight

PDDD uses ACK packet. Each sensor node that tramsmpossible directions) based on three policies: Ranbdased,

data packets to its next hop should receive an AGK the
latter one. If it is not the case, then the linicamsidered as
failed link. Therefore, the sensor node has to shamother
redundant path. However, if a node loses all ofpisent
nodes, then it has to update its own level localfind new
parent.

N (s)
4 /:I (‘--T--"v
Sy
.S ) } 7)) (6 )« 5 —(4)
"'v /5\.‘ ~ -‘._‘_./ PR \_‘
& 'R \ Iy a0 ™~ / N N\ e N
[ 6 ) 1 (3 ) (2 A3 > T7)
A, ;,.-2-..\1‘--\‘T,/ \__1/ }_,/ N
(1) 1)
(a) (b)

Figure 13. PDDD architecture.

This protocol can achieve an acceptable data dissdion
level in stable sensor network. However, PDDD needay
control messages (interest, heartbeat and ACK rgesyao
create and maintain the TOG graph. The number ofragb

messages increases when the number of mobile sin

increases. Thus, this fact affects directly andatiegly on
the network performances like

parameter in its data dissemination process. Samdesmay
be more soliciting than others which would acceteride
death of these nodes. Moreover, like CODE [89] @amdD

latency and energ
consumption. Also, PDDD did not consider the energ

Round Robin-based or centroid-based, sensor noeletséds
closest next hop in this direction. In the firstipp sensor
node randomly selects one direction. In the sequuiity,
sensor node selects its direction in order aftérctag the
first one randomly.

In the last policy, sensor node calculates itstpprsrelative
to the virtual gravity center of the network andests the
contrary direction relative to this center. Intedize nodes
use the same direction chosen by the initiator reaept in
failure case, where the intermediate nodes shdwdge the
direction. Thus, the sensed data will intersect@feregion
and will be transmitted in the reverse path tortia sink.

In TRDD, the authors consider and evaluate two sink
mobility patterns: random and controlled mobilityr the
controlled mobility, sinks move along the netwoikgbnal
or along the network periphery.

@20: Mobile sink, @- Boundary node, O- Simple node.

Figure 14. TRDD architecture.
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According to the simulation results presented id][She
diagonal and the random mobility produce extra cdlsan
that of the peripheral mobility. Moreover, TRDD geates Some protocols also address the issue of beingineal Our
low communication overhead in comparison with TTDDstudy has been principally based on two main patenste
[77]. In TRDD, the sink mobility does not need tartsmit
any additional control packet contrary to TTDD. Huwer,
detecting the boundary nodes and creating the QRadd
an additional cost. Also, in TRDD when sensor nddgects
an event, it creates and stores the new data yoaalil it
receives the beacon packet of the query. Thus, niay
influence negatively on the latency and the stopability
of the nodes, especially if the query comes withierdelay.

5. Comparative Summary of the Works

5.1 Data Dissemination and Sink Mobility Scheme

In this study, several previous works on data digsation
issues have been analyzed. Most of these worksgraven

that their methods improve the data dissemingiimeess in
terms of energy usage, network lifetime, and rdligb

the number of sink and the type of sink (stationary
mobile). We have investigated how these parametiest
the data dissemination process. Table 1 and Taldbo®v
general overviews of the data dissemination andk sin
mobility methods of the previously proposed protecdhe
character dash’ (/) in the table means no information is
available or not applicable. These tables presssyactively
the data dissemination protocols with single sinkd a
multiple sinks.

Table 1. Data Dissemination Protocols with Single Sink.

Number of .
S sink Snktpe |
Protocol Dissemination scheme Single/ Static/ Sink mobility scheme
; Mobile
Multiple
Set up sensors into cluster nodes.
Elect periodically a cluster head for each
cluster nodes.
Sensor nodes send their data directly {o
LEA&%[Z?], their cluster head using TDMA schedule. One Static /
Cluster head aggregates and sends the
data to the sink directly or via a super
cluster head using multi hop
communication
- The sink moves along
Set up sensors into cluster nodes. tsheenggrr'ﬁglzry of the
Choose some cluster heads as data = Inthe first trlip the sink
collector nodes (DC), each DC node selects the da’ta collector
CAEE [82] creates its mini sink (MS) nodes group. One Mobile nodes
Sensor node sends the collected data|to - The mobile sink
the nearest DC node which stores it in eriodically visits each
one of the buffer nodes of its MS nodes Fl\)/IS and re)tlrieves the
stored data.
- Three mobility schemes:
- Sink moves randomly
towards a chosen
Sink broadcasts periodically a beacon Slrgggon with constant
message. Each sensor node receives this ) SFi)nk visits only the
SMPDC [83] message replays by transmitting its dgta centre nodes. the next
’ to the sink. One Mobile ’
[84] . A centre node chosen
Sink periodically broadcasts a beacon randomly or
message and indicates the depth of the - Based on th’e visitin
trees or the data dissemination path. frequency of the reg?on
and the number of
sensor nodes in the
region.
Set up sensors into cluster nodes and
elect periodically a cluster head.
Cluster head elected based on its weight
calculated based on its energy available
EAP [49], [50] and the signal strength for the signal One Static /
broadcasted by the base station.
Cluster heads constitute the data
dissemination path, next cluster head
selected based on its weight.
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SEER [48]

Event based.
Sensor node sends its data to one nex
neighbor.

Next neighbor is selected based on the

hop count (number of hop for this
neighbor to the sink) and the available
energy.

Hop count and energy of each neighbo

are learned during the initialization

phase when the sink broadcast the path

construction packet.

One

=

Static

DCAST [87],
(88]

Network area is partitioned in equal
square regions.

Sensor node sends its storage data in
passive manner.

One

Mobile

Two mobility schemes:
Sink visits regions from
left to right and vice
versa in deterministic
walk.

Sink selects the less
frequently visited
regions among the
adjacent regions.

DD [53], [54]

Sink broadcasts its interest to establish

the data dissemination path.
The node that has the interest sends b
an event to the sink.

The sink reinforces the path from whic
the event is received

The interested data are disseminated
using the reinforced path.

ack
One

Static

PEGASIS [47]

Create a communication chain.

Sensor node sends its data to its neargst

neighbor.
Only one node (chain head) sends dat
to the sink.

Chain head selected randomly and
equitably rotated among the nodes of
chain.

Y]

One

he

Static

DEEP [85]

Sensed data is disseminated based on

density sensitive probabilistic

forwarding with deterministic corrective

measures

One

Mobile

Sink moves towards any
destination at any time
and in any way.

TEEN [45]

Three communication levels, sensor

node sends its data to its cluster head
cluster head sends the data to the sink
via a second cluster head.

One

Static

APTEEN [46]

Use the same model as TEEN.
Support both periodic data collection
and time-critical situations.

One

Static

Table 2. Data dissemination protocols with multiple sinks.

Number of .
S sink Skpe
Protocoal Dissemination scheme Single/ Static/ Sink mobility scheme
. M obile
Multiple
Paths are built using least cost
algorithms.
Next hop is selected based on the data
SPEED [48] transmission speed and miss ratio. Multiple Static /
If the required node is not found, the
message has to be sent back to the
source nodes
Each message is associated with delivery
deadline.
provides multiple delivery speed options
Uses multiple paths to transmit data.
MMSPEED [59] Multiple Static /
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- The sensor network field is divided into
grids.
- Source node sends data announcement
message.
The interested sink sends query to the
source node and creates the data
dissemination path.
- Source node sends the data to the sink
using the data dissemination path.

CODE [89]

Multiple Mobile

- Sinks move randomly.

- Sink checks
periodically its
position.

- If sink changes its
position, the previous
data dissemination
path has to be removed
and new one has to be
set up.

- Multi Hop, Trees are constructed either
from node to sink or sink to node.

SAR [62] - Data dissemination path is chosen based Multiple Static /

on the energy resource and a weighted
QoS metric

- Avirtual grid has to be created at any
new sensed data by the source node.

- Source node sends a data announcement
message to four selected neighbors.

- The interested sink builds the two-tier

TTDD [77] grid structure and sink broadcasts its
query.

- When the query reaches the source, the
data will be forwarded to the sink using
the data dissemination path created
during the query forward.

Multiple Mobile

- Sinks move randomly.

- Muli hop hierarchical tree is constructed,

- Sensor node keeps only the nearest next

HMPR [63] hop to its sink.

- Multipath data forwarding path is used
in case of several next hop nodes.

Multiple Static /

- When sink sends its query, a Totally
Ordered Graph (TOG) using pseudo-

PDDD [93] distance is created.

- Sensor node uses this TOG to
disseminate the requested data.

Sink sends periodical
heartbeat messages to

Multiple Mobile permit its direct

neighbors detect its
mobility

- Sink node initiates the data

dissemination path on demand by

sending its data query.

Each sensor node which has the

requested data replies to the sink.

- Sink node chooses the best data
dissemination path.

SAFE [64], [65]

Multiple Static /

- A query region has to be created on the
network perimeter which contains the
border nodes and their one-hop
neighbors.

- The interior nodes send their sensed data
toward the query region.

TRDD [94]

Multiple Mobile

- Sinks move within
the query region.

5.2 Data Dissemination protocol and Application
Requirements

Data dissemination protocol represents the mainoitapt

issue of WSNs, as the primary task of these ndisvis to

collect useful data by monitoring phenomena in riearby

environment and transmit the sensed data to the fsin

analysis and further processing. Data disseminatiod

reporting in WSN depends both on specific needshef
application and also atime sensitivity of the collected data.
To have clear idea about the application type chedata
dissemination protocol, we define, according to semsor
node data sending behavior, the following Data Agayion

Models (DAMS).

» Periodic-Based Data Sending (PBDS). This data
dissemination model is required for applications
that require periodic data monitoring. In this mipde
sensor nodes can sleep and periodically wake up,

sense the environment, and transmit the sensed data
to the sink in periodic intervals.

Query-Based Data Sending (QBDS). Represents a
typical way for extracting data from a sensor
network. In this model, sensors only transmit data
when it is explicitly requested by the sink.
Event-Based Data Sending (EBDS). In this model,
sensor node reports its sensed data to the sankyat
time if the related occurred event meets the
conditions required by the application.

Hybrid-Based Data Sending (HBDS). This model
combines the three data reporting models mentioned
above. In networks, where different data reporting
models coexist, the data dissemination protocol
should change - in case of PBDS and EBDS
applications for example; the operation mode
depends on the importance of the sensed
information.
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To compare the studied data dissemination protogsiisg
the above data reporting models, we define theoviatig
formula to calculate the percentage of each reptatee
model.

NDAM

NDDP

DAM (%) =

where, NDAM is the number of data disseminatiortq@rols
using the same Data Application Model (DAM). NDD® i
the number of the studied data dissemination podgoc
Figure 15 shows that the dominant application nodek:
the query-based and the event-based models. Thpical
data dissemination protocol is highly influenced the
application data dissemination model in terms oérgn
consumption and route calculations. While Periodata
reporting based applications may tolerate delay lasd of
data, timely and reliable delivery of data may beeovery
important concerns for query-based applications eweht-
based applications. Hence, both the query-baseccagnlt-
based approaches are data-centric and well suitableal-
time applications.

- APTEEN ) LEACH
- TRDD ~ - CAEE
%9 %9
-DD
-TEEN - SAFE
- PEGASIS _ SMPDC
-SEER - DEEP]
-EAP - DCAST
- SPEED - CODE
- MMSPEED - TTDD
-SAR -EGDD
- HMRP -PDDD

@ QBDS

u PBEDS HEBDS W HBDS

Figure 15. Data dissemination protocols and application
needs.

6. Conclusions and Future Resear ch Directions

In this paper, we have studied the recent significasearch
results on data dissemination in wireless sensiwvarks and
classified these protocols into two main categobased on
the number of sink (single or multiple) and theunatof its
movement (static or mobile). Whatever the category
which any data dissemination protocol belongs, petw
resource like energy consumption still remains thajor

concern while designing protocols for wireless sens

networks.

In a static sink approach, sensor nodes do not teekdow
the geographical position of the sink at each tikhsually,
sink broadcasts its location information in thewak only
once, just after the network deployment. Moreowsemsor
node keeps no more than one valid path to forwardiata
toward the sink. Thus, such stability can help iower the
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separation of the sink from the rest of the nodeg still
have plenty of energy.

As presented in the second category, many protdopl
exploit sink mobility to improve the lifetime of ¢hnetwork.
However, there is still some kind of skepticism time
research community about the practicality of depplgy
moving sinks in WSN scenarios. One of the majorceoms
behind this skepticism is that mobility inevitablgcurs
additional overhead in data communication protoaold the
overhead can potentially offset the benefit broudpyt
mobility. Further research works may investigatas th
particular issue in-depth and analyze how effecéiveobile
sink could be in comparison with static sink in tetwork
for data dissemination.
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