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Abstract: To increase the Internet's reliability and to hgreater
control over traffic transmission, reliable patles&on is important
and Multipath routing is promising technique that ased in the
communication networks. Finding reliable end-endhpaand
backup can increase network performance. So, ugraper
decision metrics and algorithm should be used tbspand backup
selection phase in these networks. For this gaulthis paper
selecting a more reliable multi disjoint paths mdeessed as a
multi-criteria decision making (MCDM) problem andadability
factor is defined and calculated based on netwaskoties. For
decision algorithm, a new fuzzy evaluation methegroposed to
rank these multi disjoint paths selection algorshmand it is
compared with bandwidth based, TOPSIS, FuzzyTORStSAHP
methods as candidate techniques to select more@gte global
disjoint paths in the IP/MPLS networks with paclkets, delay and
availability parameters as decision making metridse proposed
method combines fuzzy theory and Copeland methoevatuate
the rank of each proposed method base on bandwdéthy and
new defined availability metric of selected end ¢nd paths.
Simulation results show that this method selectsemeliable
backup paths with better bandwidth in compared \withers and
can be used to path selection in IP/MPLS networks.

degree to determine the most preferable routindy et
network communication by using Ant Colony
Optimization(ACO) but in this method, link/node ltake is
not considered for path selection and so end-tosehetcted
paths are not reliable during traffic transmission.

Another interesting research is suggested by Ishiud
Yakoh [6] that an overlap aware path selection
implemented to enhance packet distribution. Thefindé
the overlap degree as the shared links used inapyipath
and an alternative path. If an alternative patHuihes the
same shared link used by primary path, the degrareases.
It is due to avoid completely path failure when reldalink
becomes unavailable and traffic transmission imloéd. In
fact, by avoiding overlap nodes in path selectibase, we
can have disjoint path routing. In this paper ndrpeth is
better than alternative path. In [7] an approach ®@N
(virtual private network) traffic engineering in Miprotocol
Label Switching networks using path protection @S and
best effort traffic are presented. Path cyclesetiminated in
their method to solve commonly link-based traffic

Keywords: Fuzzy-Copeland, Multi disjoint paths, Rankingengineering. Finding primary and backup paths isedby

method, AHP, TOPSILS

1. Introduction

Using proper routing algorithms to find and selestable
paths and their backups for traffic transmissiod &ilure
resiliency purposes increase efficiency and fal#rance in
the networks. For this case, in the last few yeawdti-path
routing mechanisms have been proposed as a solutithre
disconnectivity problem that appears by a

using a link-based approach based on off-line cdatjmun. It
is shown that their algorithm in calculating linksjdint and
node-disjoint primary and backup paths for the @aSic is
efficient in compared with similar cases.

In [8] failure- free LSPs is utilized to enhand tfault-
tolerance and transmits the traffic of the faile8FL (the
affected traffic) to destinations. Authors usedtiiPneling
technique and minimum cost metric to deter mineatieunt
of affected traffic to be transmitted by each faakfree LSP.

linkhuthors in [9] present an efficient algorithm thallows

failure/withdrawal and redirect traffic from faulpaths to the routers to enable more path diversity and a muhipauting
alternate reliable paths [1-3]. Multipath routingrea scheme whose goal is to combine fast rerouting lead
considered in the networking research community tduigss ~ balancing loop-free routes. It is presented thégorithms
advantages such as increased robustness, loadcibaglan has low overhead such as additional signaling ngessand

reduced congestion Such as [4] that for video stieg
transmission two link-disjoint paths are used fogttér
throughput. It allows for load balancing and fastouting in
order to improve the reliability and the efficienc§ the
network. Until now, different research studies presented
in this field and show the importance of failureaeery by
using multipath routings.

In paper [5], packets distribution during multipath
introduced and implemented based on calculatingddtip
time(RTT) between source, intermediate nodes,

let nodes select distinct paths towards each dgitin to
obtain good trade-off between path diversity anerbead.

In study [10], multiple paths are established freaurce
node to destination node in order to improve trassion
reliability and achieve load balancing. As studyl][l
described evaluation and analyze of the selectiod a
scheduling of the impact factors of the nodes leyrtiethod
of AHP, establishment of Evaluation System of In&gstem
of ports and stations.

and In some researches such as [12,13], bandwidthiaristr

destination, bandwidth measurement, and overlapeawa!sed for routing selection. In these papers barttiwid
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constraint model is recommended to find proper gditany Equations (1-4) define some operators which are use
recovery mechanisms such as [14] just consider lmw fuzzy computation between two fuzzy numberspfand M;.
decrease packet losses via rerouting. They do vest take In theseequations |, m and u are elements of fuzzy numbers.
into account the traffic engineering or load baiagc
adjustment when a link or LSR is broken. M;= (h.m;.u) (1)

In study [15] Time Transitional AHP based on enegitg
policy in Cognitive Wireless Network is proposedhel Mi~= ( Ly Yim, *1="1i ) @
proposal system is expected with cognitive wirelassvork
consisted with multi wireless link and route, ahd tink and  Mi+ Mj={ + L .m+m;.u+u)  (3)
route selection is held by extensional AHP caléofatvith

time transition. In [16] a multipath selection aigom fi® Mi=(i=L.mi=mpui=uy (4
(MSA) is introduced for bandwidth based selectiathg and
traffic adjustment. In this paper, availability, bandwidth and delaye ar

In this paper a multi disjoint path selection isisidered as a considered as three factors to find higher quatitylti-
multi-criteria decision making method and a newilabélity  disjoint paths in the network. So these suggesietbfs are
parameter are defined based on network historgléaision compared by applying fuzzy scale. The fuzzy scale
metric for selecting reliable end-end paths. Oucigsien considering the relative importance to measureréfhative
method is composed of Copeland ranking method anziyf weights is summarized in Table 1.

theory to find most the reliable paths with gredtaendwidth

and lower delay. After that, our method is compaveth Table 1. Linguistic scales for importance
other tree method AHP, TOPSIS and Fuzzy-TOPSIS fo '}'“Qu'g'cscam M M1
different scenarios and their performance are eatl The or Importance
rest of this paper is organized as follows. SecBoexplains 1 Just equal (1.11) (1.11)
fuzzy theory and calculation of weight vector. Isection 3 Sl
several multi disjoint paths selection algorithmsséd on 2 |mgorta¥1t (fai1.3a) | Gfa1.2)
MCDM problem and traffic distribution are introduten
these selected paths. In Section 4 Copeland ramkithod Weakly more 3 1, 2¢
) X , ! N 3 Important (1.5 .3) Cfz-"a-1)
is combined with fuzzy theory and the final evaioatlist is
made by considering wins-losses weights. Afterwards Strongly more 2 g, ar 1, 2,
section 5 discusses simulation results for the gseg multi 4 Important f2:2:5%3) | Cfs-"f2"/a)
disjoint paths methods. Finally in Section 6 somectusions

Very strongly 5. 1r 2r 1r
are made. 5 More (2.%/5.5) g2 1)

Important

Absolutely 64370y | @Y 2

. . 6 more fardafa fgeigeTis
2. Fuzzy Theory and Calculating Weight important
Vector

For example in second line of table 1, the validlas

The fuzzy set theory is introduced by Zadeh [17d & (Y/2,1,%,) and by using equation (2) the value of

employed for the uncertain data. Fuzzy goals amtyfu Ml 2, ] i )
constraints can be defined precisely as fuzzyigete space = - (“/3-1.2). Following function explains how the value
of alternatives. A fuzzy decision, then, may bewed as an ©Of this number can be computed. Based on equaipiof
intersection of the given goals and constraintg. [18 each row of pairwise comparison matgx is calculated as a
In fuzzy theory, there is a membership functiorfunzy set New fuzzy number.
which represents the grade of each element. Meimipers .
degree for an element is defined by value betwesa and & L
one. Figure 1 indicates that triangular fuzzy numie k= Z"'fkj = [Zz Mij ()

i=1

defined as (I, m, u). i=1j=1

Comparing the degree of possibility between two
triangular fuzzy numberg;(l; ,m;.u;] and Sj{l]- ,m]-,uj) is

" shown by U{Si = S]-]l. Equation (6) determines how the
! value of this comparison is obtained.
Vi = 5)=1 mo=m
’ | m u * D’I:SE = SII S — _:::_.i_«i-__: otherwise ©

Figure 1. Triangular fuzzy number
Using equation (7), the weight of each factor psgzbin
pairwise comparison matrix can be computed asvasllo
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W (x) =Min{V(5, = 5]} k=12,...m

@)

The normalized weight vector is calculated via ¢igma
(8) to convert fuzzy valué; to non fuzzy numbei; .

®

3. Introduction of Multi Digoint Paths
Selection Algorithms Based on MCDM
Problem

3.1 MCDM Multi Digoint Paths Selection Algorithms
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Table 3. Normalized eigenvector matrix

Multiplying | 3™ Root | Eigenvector
Availability MM, lelmz ﬂ',cm:i[cili[l't}'
Bandwidth Tz fm, :fmg Waandwideh
1'«| fmy
Delay 1;"#1-??1-, - Ill ’ Wasiay
= = ~ { TigMg
Sum 1

Having calculated the Eigenvector Matrix, one stadw
compute three other matrixes callég, Ey , Ez, which are
considered as Availability Eigenvector Matrix, Bandth

311 AHP Based Multi Digoint Paths Selection Eigenvector Matrix and Delay Eigenvector Matrix,
Algorithm respectively. Elements of these matrixes are:
According to the class of network traffic, eactklmetric, a; = ﬂif B = b; / and d: = d; /
namely, bandwidth, transmission delay and proposed % / B 5 [d

availability can be used to select weight calcalati
Therefore, each metric has a weight based on peitance

respectivelyay, b, andd, denote availability, bandwidth and

in the decision maker. The decision maker emploiged delay of linkk, respectively. Finally AHP-Value of links in

Analytical Hierarchy Process (AHP) that is a stowet
technique used to find the best solution basechennmeight
of metric according to their importance.

Goal [ To Select most suitable Paths ]

Citeria [ Availability ] [ Bandwidth ] [ Delay ]

—
-
Alternatives L5P1 LSP 2 -

Figure 2. AHP method

—

Finding the best weight for each metric with AHPthaog
will be done in the following steps. The first stép
constructing evaluation matrix. This is a matrixiethshows
the weight of each metric in comparison with otimetrics.

Table 2. AHP routing metric weights
Availability | Bandwidth | Delay
Availability 1 m, m,
Bandwidth Yim, 1 s
Delay Ly 1a“'m-. 1

the network can be obtained as equation (9).

Ey  Egly, .Eigenvector Matrix  (9)

To study availability of a path, AHP-Values of Imlare
used as members of that path. In this case, audilatf a
path is defined as the average availability of litsks.
Bandwidth of a path is extracted from minimum baiutfiy
of its links while delay of a path is the sum oflaje
calculated for links of a path. With this assumpfid\HP-
Value of links for a path can be calculated. Thevaluation
Matrix will be constructed for paths using thregédiivector
Matrixes of E; , E, and E; . After that AHP-Value for m
paths of the network is obtained as equation (10).

Eml =
£} E

[c;
E}l,.s .Eigenvector Matrix  (10)

Then all disjoint paths are sorted by AHP-Valuee Hest
paths are selected from top order of this list s multi
disjoint paths in AHP method.

3.1.2 TOPSISBased Multi Digoint Paths Selection
Algorithm

TOPSIS method is based on the concept that theenohos
alternative should have the shortest distance fitmenideal
solution and the farthest from the negative-idezlltson.
Figure 3 depicts the concept of TOPSIS method.

Where ™, M3 ™z are the fuzzy scale considering the

relative importance base on table 1.

Multiplying Matrix calculated by multiplying eaclow of
the evaluation matrix and™ root element of this matrix
produces theK™ Root Matrix. By normalizing the AHP
matrix, Eigenvector Matrix which shows the weighif
factors can be obtained as Table 3.

Figure 3. Finding solutions in TOPSIS method are based on
distance
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At first the un-normalized decision matrix is cansted

Finally, with respect t&;-, all alternatives can be ordered

as equation (11). In this matrixg; describes the values of descending. In this way great&;- means lower distance to
alternative4; and factorF;. In this paper all possible pathsthe best solution while loweE;- declares great distance to

are considered as alternatives with availabilitgndbwidth
and delay acting as the proposed factors.

E KR K &

A

A [*w Tz o Xy

D=4 Xz Faz e Egn (11)
A; i i i
A mi Fmz o Tmn

Normalizing operation is done on elements of mdrito
compute normalized matrix R by using equation (12).

o= 12)
R —
R )

the best solution. Having used this value for drdgrall
computed paths as the alternatives, leads to maypep
paths at top order of this list.

3.1.3 FuzzyTOPSIS Based Multi Digoint Paths
Selection Algorithm

This method combines fuzzy theory and TOPSIS method
to compute the weight of each factor for MCDM andives
problems in an uncertain condition effectivelyttis method
fuzzy MCDM (FMCDM) problems are expressed in positi
triangular fuzzy numbers.

3.2 Traffic Distribution on Selected Paths

Traffic adjustment in the network is an important
mechanism which can decrease packet loss and
retransmission by load balancing in the network.this

After that the weighted normalized matrix should b¢aper, traffic management is done by defining wisigind

calculated by multiplying normalized matrix R angctor W
which is obtained from fuzzy method.

Wity  WiTiz . Wiy
Wity Walyo v Wit

V=W xR=]| : g (13)
Witna Wilmz o Wil

Positive ideal solution (PIS) as the best solutamd
negative ideal solution (NIS) as the worse solutimme
described by equations (14) and (15).

vi= vl ) = {(maxv | € ) ) (minvy ] € ]
(14)

Vo= 0] v} = {(minvg | jEF )(maxvy; | € )
a5

Where,j represents the benefit factor gnis the cost factor.

Also Vis the positive ideal solution anli~ is negative ideal
solution. In this paper availability and bandwidile benefit
factors, whereas delay and packet loss are castrac
Distance between each element of ma¢rand positive ideal

solution can be computed by equation (1&]. declares PIS
distance.

Sp = 1.|IE_?:1{L'[J’_ vi)?  i=12.,m (16)

Equation (17) also shows the distance betwegnand

negative ideal solution (NIS¥:~declares NIS distance.

| — 2 .
Se= [Shaty—o)? i=l2em (17)

Quality of the alternatives is assessed by distafi@ach
alternative from the best as follows:
ER

Cr= 0 (18)

5= + 5;-

their assignment to each selected path. The wefgdglected
paths for load balancing and traffic adjustmenblisained

from normalized weight\Vk by equation (19).

W, = 52 (19)

Where, W is the normalized weight of patk , Py
represents the weight of path In equation (19),P is
calculated from equation (20).

P,

K

_ ( AMP Coot(Pathy)] D (20)

T, AHP_Cost (Pathy)

In equation (20) bandwidth and transmission defdinks
specify the initialized value for AHP-Value of eatihk.
Based on equation (19), the initialized traffic gach path
can be defined with equation(21), whérgis the allocated
traffic to path k andy is the generated traffic in the source.

T, (Pathy) = Wy T, (21)

Having allocated the initial traffic to the selettpaths,
these paths are monitored periodically. When therage
difference between; and Wy, becomes greater than a
predefined threshold callesivy,, then pathk will dynamically
release part of its traffic callel (Eq. (22)).

Avg W 1- Wy
T, (Pathy) = (—Liug = ) T, (Pathy) (22)
Wheredvg(w; ) = E"l::“’—' and ( dvg(W; ) — Wy ) = dwy

This released traffic is divided into some othethpaFor
each Path; in the set of selected paths, if the difference
betweenw; andAvg(W; ) is greater than zero, they can get
part of T, {Pathy].

Paths with higher weight receive greater amounthef
released traffic. Note that in the proposed alparit
maximum bandwidth of a path should be considerddree
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increasing the traffic calledl; which is obtained from

Each element F,{i.i} in Table 4 is comprised of two

equation (23). Paths with greater weight receiveremovalues. The first value is winner of the comparigatween
amounts from the released traffic.

T, (Pathy) = (k) T, (Pathy)

(W — AvgW; ) )= 0 = T, (Path;)

4. Copeland Ranking M ethod

(23)

4; and 4; for factor K while the second value is looser of
them. Computation details are discussed below:

(45 4;) FifAp) = Fel(4;) and i# ]
Feli ) =1 (4;4)) FlAD <Ff4) andizj  (24)
nothing Fl4;) = F;L.I:A_i-:l or i=j

Considering the results of Table 5, the numberiofwnd

losses can be calculated for each candidate. Tabtas

Copeland is a method for ranking several altereativ ;
mmarized these values.

according to the number of wins and losses for eacdh
determinative factor. The winner of an election tie
candidate which is compared in turn with each ef ttther
candidates and is preferred to the other candidatesteps WINS LOSSES WINS-LOSSES
of Copeland ranking method are illustrated in Fégdir

Table 5. Wins-losses matrix

Ay Fii4) Fiidy) FE'iAd)

Az F (42 Fil4y) Fp (43

Constructing pairwise comparison matrix
Represent number of wins, losses and wins-

losses  for candidate in the painwise . . —rr
) 4 F7id, Fiia] Frtia,
comparisons of factor k. i £ A [ Ay
A Fi (4,) Fi(4.] Fi'(4,)

h 4

Where,
Constructing wins-losses matrix F7(4: : Number of wins for candidata, in the pairwise
Represent winner and looser of comparison comparisons of factd.
between candidates for each factor. FLia) - Number of losses for candidadein the pairwise
comparisons of factde.
Frira) - Number of wins minus losses for candidajén
Np the pairwise comparisons of factor

[ For each candidate, effective weight of the proddaetor

Weighting wins-losses for all metrics is measured by multiplying number of wins minusskss of
Represent multiplying number of wins minus

losses of factor k with the computed weight of
this factor in the normalized weight vector.

factor k with the computed weight of this factor in the
normalized weight vector. This formula is showrcolumns
of Table 6 .

h 4 Table 6. Weighting wins-losses of each metric for
Ranking list of candidates candidate
geregation of wins minus losses of all factors to wop, = F7 AL w, % FZ A
find higher rank which has greater wvalue
between the obtained results.

i W, < FHAY wo, X Fr 4D

A, w, = FTN AL wy % FZ Ay

Figure 4. Steps of Copeland ranking method

A; Wo, = Fyia) Wy w FEHAT
First step in this method is constructing pairwig
comparison matrix for the alternatives. Table éveh this A W X FriAL) o X FTA
matrix. :
Table 4. Pairwise comparisons matrix Final ranking list of the candidates can be catealeby
Ay A; A A, aggregation of wins minus losses of all factorsdach row
A, - F(1,2) v | Fi(d)) Fy(1n) in Table 7. In order to reach a fair condition, thetter
A; - v | F2) | F.(2,n) candidate with a greater value, get a higher raatiwéen the
; B ; : obtained results. In Table 7 final ranking list fbe proposed
A Fu(i)) Fo(i,n) candidate is shown ag, wherel = r, = n.
A,




International Journal of Communication Networks &rfdrmation Security (IJCNIS)

Table 7. Ranking list of candidates

E Wy, % FpHAD Rank
k=i

™
A Z w,, % Fr (A i

1=

- - rz
A E w,, % Fri4,)

=i

- - *;
4 E Wy # ETTHAD

fomi

- —I ¥a
A, E W, X Fr (AL

=i

5. Simulation Results

In this paper the main goal is finding several ivdikjoint
paths which have less packet loss, more reliakiliy finally
less delay. So, the pairwise comparison matrixoisstructed
which is shown in Table 8.

Table 8. Pairwise comparison matrix for

Availability Delay Packet L oss

Availability @11 Glz-12) | Me¥ao1)

Delay (5.1.302) (111 a2 .1)
Packet L oss (t.35.2) t.35.2) (1,1,1)

Base on the values of Table 8 and using EquatitH&,(
the normalized weight vector is obtained as (0.6115 ,
0.24), which are respectively associated to paldsst, delay
and availability metrics.

Figure 5 illustrates that the simulated network [24s
nodes with the parameters below: link delay isbsais for all
links; link bandwidth is set from 7 Mb to 20 Mb. f#ts of
the simulation for this network are listed in Fi§s14.

Figure5. Proposed network with 21 nodes as a random

topology

proposed metrics
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Figure 6. Comparison availability between four methods

Figures 7-10 illustrate the number of packet lossai
network comprised of 21 nodes for four proposedh pat
selection methods. These figures show that by padsie
time AHP and FuzzyTOPSIS method have less paclest lo
rather than two other methods.

BW

3000

2500

2000
»
]

% 1500 BW

Packet Lo

1000

500

i}
Figure7. Packet loss in Bandwidth method

Topsis

3000

2500

2000
H

5 1500 W Topsis

500

0

Figure 8. Packet loss in TOPSIS method

Packet Lo

FuzzyTopsis

3000

2500

2000 -
H

3
=
§ 1500

o
&
1000

0

Figure9. Packet loss in FuzzyTOPSIS method
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between FuzzyTOPSIS and AHP for packet loss faistor
(A,F). This value represents AHP method is winnad a
FuzzyTOPSIS is looser because AHP method has lower
packet loss than FuzzyTOPSIS method which is shiown

AHP

3000

2500

bt -
2 Table 9. Packet loss pairwise comparisons matrix
. LR T bwowan [ Topsis | rueyioess [ ane
. AR N i : T8) cro e
Figure 10. Packet loss in AHP method FuzzyTOPSIS - (AF)
AHP -

Figures 11-13 show the average of packet lossydaid
availability as three discussed factors that arkeutzted

FuzzyTOPSIS method has the highest availabilityfaar
methods.

2400

2300

Considering figure 12 which shows the average ddyde
totally for proposed methods. These figures showPAHpetween four methods, cell(1,3) of table 10 wAtB) value
method has best result in packet loss and delago Algeclares delay in AHP method is lower than Badtiwi
method. In this cell AHP method is winner and Baiullv
method is looser.

Table 10. Delay pairwise comparisons matrix

g 200 — Bandwidth | TOPSIS [ FuzzyTOPSIS [ AHP
I e Bandwidth - (T,B) (F,B) (A,B)
i mrumepss TOPSIS - (T.F) (AT)
g 2000 FuzzyTOPSIS - (AF)
5 1200 AHP -

1800

M Topsis
I )
1700 -

Figure 11. Comparison average of packet loss between fo

In table 11, comparison between four methods for
fvailability factor is shown.

methods N o . )
Table 11. Availability pairwise comparisons matrix
= Bandwidth | TOPSIS | FuzzyTOPSIS | AHP
%0 Bandwidth - (T,B) (F,B) (AB)
5 TOPSIS - (F,1) (AT)
0 88 FuzzyTOPSIS - (F.A)
; 84 BW AHP -

W FuzzyTopsis
M Topsis

WAHP

In these matricesd is the bandwidth method, represents

TOPSIS methodF indicates FuzzyTOPSIS method aAd
stands for AHP method. Afterwards, the number afsrand
losses from the proposed candidates in the pairwise
70 comparisons which is descript in table 5, are cdegbun
Figure 12. Comparison average of delay between four tables 12-14 for each factor.
methods

=
=1

Table 12. Number of wins and losses for each candidate in
the pairwise comparisons of packet loss

ZZ: WINS | LOSSES | WINSLOSSES
z Bandwidth 0 3 -3
3™ Bw TOPSIS 1 2 -1
; 0.78 WFuzzyTopsis FuzzyTOPSIS 2 1 1
% 076 - W Topsis AHP 3 0 3
2
o

074 WAHP

072

The value of wins and losses in table 12 are catedl
from number of winners and losers in table 9. lis table
AHP method, FuzzyTOPSIS method, TOPSIS method and

07

0.68 -

Figure 13. Comparison average of availability between fou

methods

Taking into account the obtained results, threewise
comparison matrices are constructed by using emu##4).
Tables 9-11 give these matrices. Each elemenbiege®-11
is comprised of two valued; and 4;. In (4;,4;), the first

r

Bandwidth method has 3,2,1 and 0 wins respectiv&iyns-

losses column is computed from wins column minlseses

column.

Table 13. Number of wins and losses for each candidate in

the pairwise comparisons of delay

value is winner of the comparison betwegnand 4; for : WINS | LOSSES | WINSLOSSES
. . Bandwidth 0 3 -3

factor K while the second value is looser of them. Pac TOPSIS > 1 1

loss, delay and availability are three factors Wwhiare FuzzyTOPSIS 1 2 1

proposed in table 1, table2 and table 3 respegtiviebr AHP 3 0 3

example in table 9, cell(3,3) which declares congoar
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Table 14. Number of wins and losses for each candidate in 1
the pairwise comparisons of availability 09
WINS LOSSES WINS-LOSSES L 08
Bandwidth 0 3 -3 E 07
TOPSIS 1 2 -1 % 0s BW
FuzzyTOPSIS 3 0 3 fz 0s FuzzyTopsis
AHP 2 1 1 & W Topsis
E 04
o
&

w

Considering Table 8, (0.61 , 0.15 , 0.24) is taksrthe
normalized weight vector to compute weighting fans-
losses of three metrics in the four abovementianethods.
Table 15 illustrates the computation of results nehe
F"'(4;) is the value of wins-loses of packet loss factor,
FI'-'(4;) is the value of wins-loses of delay factor and
FI'-l(4;) is the value of wins-loses of availability factor
which are computed in table 12-14. In this tablé. Conclusions
Ay, Az, Az and A, are four proposed methods.

Q
ka

|

0

Figure 14. Percentage of superiority between four proposed
methods

In this paper a multipath route selection algorithisn
introduced based on combined fuzzy theory and Gmglel

Table 15. Weighting wins-losses of three metrics for four 2/90rithm. This method considers bandwidth, delag @
proposed candidates new availability parameter based on network histasy

w, = FTNA) [ w,, xFT A [ w,, = Fr54) | decision metric for selecting reliable end-end pathfter

that, our proposed algorithm is compared with oti@DM

Bandwidth _3=- -3= - 3= -
i 061x32-239 | 015x32-045 | 024%-32-072 |\ qorithms AHP, TOPSIS and Fuzzy-TOPSIS. . Simofati

TOPSIS 061x-1=-061 | 015x1=015 | 024x-1=-024 | raegylts show that this method selects more relifalekup
FuzyTOPSIS | 0.61x1=0.61 | 0.15x%-1=-0.15 | 0.24x3=0.72 paths with better bandwidth in compared with otterd can
AHP 0.6173=239 | 015%3=045 | 024=1=024 be used to path selection in IP/MPLS networks.
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