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ABSTRACT 
 

The detection and diagnosis of Breast cancer at an early stage is a challenging task. With the increase in 

emerging technologies such as data mining tools, along with machine learning algorithms, new 

prospects in the medical field for automatic diagnosis have been developed, with which the prediction of 

a disease at an early stage is possible. Early detection of the disease may increase the survival rate of 

patients. The main purpose of the study was to predict breast cancer disease as benign or malignant by 

using supervised machine learning algorithms such as the K-nearest neighbor (K-NN), multilayer 

perceptron (MLP), and random forest (RF) and to compare their performance in terms of the accuracy, 

precision, F1 score, support, and AUC. The experimental results demonstrated that the MLP achieved a 

high prediction accuracy of 99.4%, followed by random forest (96.4%) and K-NN (76.3%). The 

diagnosis rates of the MLP, random forest and K-NN were 99.9%, 99.6%, and 73%, respectively. The 

study provides a clear idea of the accomplishments of classification algorithms in terms of their 

prediction ability, which can aid healthcare professionals in diagnosing chronic breast cancer efficiently.  
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1 Introduction  

The World Cancer Research Fund recorded two million new cases 

of breast cancer in 2018, which resulted in approximately 626,679 

deaths. Breast cancer, which is also known as “breast carcinoma,” 

is the excessive growth of epithelial cells in the lining ducts and 

lobules of the breast. It is the second leading cause of death in 

women. As opposed to conducting several tests for the diagnosis of 

the disease, as recommended by an oncologist, machine learning 

algorithms can provide a better solution for the automatic 

prediction of breast cancer. Machine learning is a data mining 

technique that is used to design an automation system without 

human interference. The goal of supervised learning is to predict or 

classify an output based on prior information. Labeled data are 

required for training the machine learning model. The objective of 

unsupervised machine learning methods is to detect clusters within 

a heterogeneous data structure, without a labeled dataset. Thus, it 

can predict the output without a supervisor (Jiang et al. 2020). 

Medical applications are another significant area of machine 

learning. As healthcare applications contain large amounts of data, 

it is challenging to handle these data. Such data can be managed 

efficiently by using machine learning techniques. This can aid in 

the early detection of disease, reduce the cost of medicines, and 

increase the patient survival rate. Machine learning provides an 

automatic system approach that helps to diagnose the disease at an 

early stage and appropriate treatment can subsequently be provided 

to the patient at the correct time, which will reduce the death rate 

of patients suffering from this chronic disease (Sun et al. 2017). 

The proposed method provides an automated machine learning 

system for the early prediction of breast cancer and 

recommendations for proper treatment by the oncologist to the 

patient at the correct time. 

Asri et al. (2016) presented a breast cancer analysis model using 

various machine learning techniques, namely the support vector 

machine (SVM), naïve Bayes, decision tree (C4.5), and K-nearest 

neighbor (K-NN). The experiment was performed on the Wisconsin 

Breast Cancer (original) datasets and simulated using the WEKA 

data mining tool. The performance analysis demonstrated that the 

SVM achieved the maximum accuracy (97.13%) with the lowest 

error rate among all of the algorithms. Muktevi (2020) proposed a 

breast cancer prediction system with the implementation of a 

machine learning algorithm. In this study, the author applied an 

SVM, naïve Bayes, random forest, and logistic regression to the 

Breast Cancer dataset to predict an accurate model. The experimental 

results showed that the random forest provided better results on the 

Breast Cancer dataset compared to other datasets. Moreover, the 

accuracy, precision, recall, and F1score were investigated and the 

components of the confusion matrix were discussed. 

Rana et al. (2015) proposed a data mining model for the 

classification of tumors as malignant or benign. A model with the 

implementation of machine learning algorithms such as SVM, 

logistic regression, and K-NN was presented. In terms of accuracy, 

the false positive rate, sensitivity, and specificity of all algorithms 

were compared. In the study, the SVM exhibited the best 

prediction accuracy of 92.4%. Moreover, Islam et al. (2017) 

proposed a system using a 10-fold cross-validation method for 

predicting breast cancer. An SVM and K-NN were used for the 

detection of breast cancer. The experimental results demonstrated 

that the accuracies of the SVM and K-NN were 98.57% and 

97.14%, respectively. Moreover, the SVM was better at predicting 

the disease in terms of accuracy. 

Singh (2019) determined a biomarker for the prediction of breast 

cancer by using various machine learning algorithms. The 

experimental results showed that among nine attributes, glucose, 

age, and resistance were effective biomarkers for breast cancer 

prediction. Using these features for classification, the K-NN 

yielded a maximum classification accuracy of 92.11%, followed by 

the Gaussian SVM with a classification accuracy of 83.68%. 

Furthermore, García-Laencina et al. (2015) proposed a prediction 

model for five-year breast cancer survivability without imputation 

in 2015. The study showed that K-NN achieved the highest 

prediction accuracy of more than 81% and receiver operating 

characteristics of more than 0.78%. Wu et al. (2019) proposed a 

white-box machine learning model approach to predict the 

molecular subtypes of breast cancer based on BI-RADS features 

using MRI and mammography images. A 10-fold cross-validation 

method was applied to compute the performance (positive 

predictive value, accuracy, F1 score, and sensitivity) of the 

decision tree model. Moreover, Islam and coworkers have 

compared the machine learning techniques for the prediction of 

breast cancer by using the dataset retrieved from the UCI 

repository (Islam et al. 2020). 

1.1 Breast cancer 

Breast cancer is the most dangerous chronic disease that 

commonly occurs in women, normally at the age of above 40 

years. Cancer does not cause any pain until it has spread to 

adjacent tissues. It begins as in situ carcinomas such as ductal 

carcinoma and lobular carcinoma (Sun et al. 2017). These occur on 

top of the ribs and pectoral muscles, and are divided into three 

main parts viz., (i) Glandular tissue - this tissue creates milk 

consisting of 15 to 20 lobules. Inside each lobule, grape-like 

structures known as alveoli are present, (ii) Stroma - this consists 

of adipose/fat tissue and contains the majority of the breast tissue. 

It contains Cooper’s ligaments attached to the skin and pectoralis 

muscles, and (iii) Lymphatic vessels - these consist of drain lymph 

cells, which contain fluid that drains cellular waste and white 

blood cells. They mainly drain into the lymph nodes in the 

axilla/armpit. When the menopausal estrogenic hormones 

discharged by the ovaries stop, the alveolar cells die and the breast 
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tissue is reinstated. During the menstrual cycle, the production of 

estrogen and progesterone from the ovaries increases, and after 

menstruation, the flow is reduced.  

Each menstrual cycle causes the alveolar cells to undergo 

demarcation and apoptosis. Every time a cell bisects, there is a 

change in the genetic mutation and this mutation causes tumor 

formation. Therefore, there is an increase in the occurrence of 

breast cancer with an increase in the number of menstrual cycles 

during the initial and late stages of menopause. Furthermore, 

medications containing estrogenic agents may maximize the 

possibility of breast cancer. Ionizing radiation such as CT scans 

and MRI may also increase the occurrence of breast cancer. 

Pregnancy at an early age and breastfeeding for a long period can 

decrease the risk of breast cancer.  

1.2 Symptoms 

The most common symptoms of breast cancer are (i) hard, painless 

lump or swelling which is normally found in the upper and outer 

part of the breast, (ii) swelling under the armpit, (iii) breast 

immovable, (iv) notching of skin, (v) fibrosis of Lactiferous ducts 

and suspensory ligaments and (vi) paget diseases 

1.3 Diagnosis 

Early-stage diagnosis of breast cancer is a difficult task, some 

common methods of breast cancer diagnosis are (i) feeling breast 

lump, (ii) with MAMMOGRAPHY, (iii) Imaging using ultrasound 

and MRI, and (iv) biopsy of swelling.  

1.4 Treatment  

Treatment of breast cancer depends on the type and stage of 

cancer, some commonly available treatment methods are (i) 

surgery, (ii) radiation therapy, (iii) chemotherapy, and (iv) 

hormonal therapy.  

2 Materials and Method 

To implement the algorithms of this research, we used the 

Wisconsin Diagnostic Breast Cancer (WDBC) dataset from the 

Kaggle site (https://www.kaggle.com/uciml/breast-cancer-

wisconsin-data). The K-NN, MLP, and RF algorithms were 

implemented on the dataset to obtain the classification results 

(Table 1). The code for each algorithm was written in Python and 

executed in the Jupyter Notebook. Several supervised data 

prediction techniques were used in the model and their 

performance was compared to provide a better quality of service 

for the healthcare system. 

Figure 1 presents the architecture of the data mining model for 

the implementation of machine learning algorithms. It provides 

an understanding of how to load the dataset and how to extract 

the features from the dataset by using different stages. The first 

stage is the selection of a breast cancer dataset online, followed 

by the pre-processing and transformation of variables in the 

second stage, and the third stage is the implementation of various 

ML models. Finally, we have evaluated our model for the 

prediction of benign or malignant breast cancer using different 

metrics. 

 
Figure 1 Architecture of data mining model for breast cancer classification 
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2.1 Pre-processing and transformation 

The breast cancer dataset was converted into the CSV format from 

the Excel file. Thereafter, by using explorative data analysis, we 

filtered the data by checking the null values; missing values existed 

in the dataset. We subsequently correlated the features using a 

correlation matrix, as illustrated in Figure 2.  

2.2 Performance evaluation 

To measure the performance of the various machine learning 

models, we used different metrics, including precision, recall, F1 

score, and support. The formulae for calculating the metrics are 

presented in Table 1. We used confusion matrices for the different 

algorithms to evaluate the metrics. 

2.3 K-nearest neighbor (K-NN) 

K-NN is a supervised ML algorithm that is used to classify an 

unknown object based on the nearest neighbor data point concept. 

By using different distance metric concepts, such as the Euclidean 

distance and Manhattan distance, the nearest neighbor data point 

can be determined. The K-NN algorithm is easy to implement, but 

it is inefficient for a large dimensional dataset. It is a 

nonparametric model that is used for solving classification 

 
Figure 2 Correlation matrix of the given data set 

 
 

Table 1 Formulae for calculation of different metrics 

Metrics Formula 

Recall 

 

Precision 
 

Accuracy 
 

F1_score 

 

Support TN + FP, TP + FN 
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problems (Forsyth et al. 2018). The Euclidean distance for two 

points in Euclidean space is  

U(a,b) = 
 

     (1) 

 

Where, a, b are two points in n-space, and bj and aj are Euclidean 

vectors. 

2.4 Random forest (RF) 

RF is a supervised ML algorithm that is used for classification and 

regression. However, it is inefficient for regression problems in 

terms of accuracy (Verikas et al. 2011). It is a type of ensemble 

classifier that uses a decision tree algorithm in a randomization 

process. It consists of different decision trees of various sizes and 

shapes. In this case, random means the random sampling of the 

training tree while building the decision tree, and a random subset of 

input features is obtained when splitting at the node (Figure 3). One 

aspect that restricts decision trees as an optimal tool for predictive 

analysis is their inaccuracy. Decision trees cannot provide good 

classification results. RF combines the integrity of decision trees 

with docility, which causes a large accuracy rectification. 

2.5 Multilayer perceptron (MLP)  

The MLP is part of the feed-forward ANN technique. The MLP 

consists of three layers: the input layer, hidden layer, and output 

layer. Figure 4 depicts an MLP network with three input layers, 

four hidden layers, and one output layer. In this neural network, the 

information flows in the forward direction but not in the backward 

direction. As it is part of the feed-forward neural network, 

information is passed from input to output through the hidden layer 

in the forward direction. It uses different nonlinear activation 

functions at the hidden layer to inject nonlinear mapping from the 

input to the hidden layer and linear mapping from the hidden layer 

to the output layer. This method provides better accuracy for a 

large dimensional dataset. To train the model, a back-propagation 

learning algorithm is used to minimize the error. The network 

minimizes the sum of the square error by updating the weight at 

each layer in the backward pass (Costa et al. 2013). 

 
Figure 3 The obtained decision tree 
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3 Results and Discussion 

The dataset used in this study was the WDBC dataset, accessed 

from the Kaggle site. It consists of 569 samples and 32 attributes. 

The dataset was filtered using an explorative data analysis method. 

The attribute diagnosis indicates whether the breast cancer tumor is 

benign or malignant (M = malignant (1) and the tumor is 

cancerous; B = benign (0) and the tumor is noncancerous). Among 

the 569 samples, the diagnosis feature indicated that 357 samples 

were benign and 212 were malignant tumors as shown in Figure 5. 

Thereafter, the K-NN, MLP, and random forest algorithms were 

implemented on the dataset using Python code, following which all 

of the codes were executed in the Jupyter Notebook. The 

experimental results demonstrated that the prediction accuracy 

obtained for classification using the K-NN algorithm was 76.3%, 

that when using the random forest algorithm was 96.4%, and that 

when using the MLP was 99.4%. In this section, the prediction 

results of the different machine learning algorithms are discussed. 

We have employed 10-fold cross-validation for splitting the dataset 

into numerous numbers of training and testing datasets for 

representing the prediction ability of the model more accurately. A 

total of 80% of the data samples were used for training the model 

and 20% of the data were used for testing the model. Subsequently, 

by pre-processing the data, we analyzed the data in terms of 

accuracy. 

A correlation plot gives the correlation between different variables 

present in the dataset. It is mainly used for feature selection. If two 

features have a strong correlation value then one feature can be 

dropped. In this way, the number of input features of the given 

dataset can be reduced and the performance of the predictive 

model is increased. The data visualization plots (Figure 6 and 

Figure 7) show that with the increase in the area mean and 

compactness means chances of breast cancer tumors being 

malignant are more. Malignant observations are located in the right 

left corner and benign observations are located in the left lower 

corner. The blue color indicates the benign tumor and the orange 

color indicates the malignant tumor features. The mean of texture 

and smoothness does not show any impact on overdiagnosis. 

 
 

Figure 4 Diagram of feed-forward neural network Figure 5 Count plot for classification of breast cancer patients 

 

  
Figure 6 Data visualization plot for breast cancer features Figure 7 Correlation plot for breast cancer features 
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3.1 Confusion matrix 

In this research, different metrics such as accuracy, precision, 

recall, F1 score, and support were used for the accurate 

measurement. A confusion matrix is generally used for binary 

classification problems to measure the accuracy of the model. It 

consists of four parts viz., TP= true positive, TN= true negative, 

FP= false positive, and FN= false negative (here FN indicates that 

the predicted output is zero but the actual output is one; FP 

indicates that the predicted output is one but the actual output is 

zero; TP indicates that the predicted and actual outputs are equal; 

that is, one; and TN indicates that the predicted and actual outputs 

are equal; that is, zero).  

When applying K-NN to the testing data from the confusion matrix 

(Figure 8), we obtained 65 TPs, namely patients with breast cancer 

that were correctly classified, and 22 TN patients without breast 

cancer that were correctly classified. The algorithm misclassified 

12 patients with breast cancer by indicating that they did not (FN), 

and 15 patients who did not have breast cancer by indicating that 

they did (FP). 

When applying the random forest algorithm to the testing data 

from the confusion matrix (Figure 9), we obtained 70 TPs, namely 

patients with breast cancer that were correctly classified, and 40 

TN patients without breast cancer that were correctly classified. 

The algorithm misclassified three patients that did have breast 

cancer by indicating that they did not (FN) and one patient that did 

not have breast cancer by indicating that they did (FP). Similarly, 

when applying the MLP algorithm to the testing data from the 

confusion matrix (Figure 10), we obtained 119 TPs, namely 

patients with breast cancer that were correctly classified, and 63 

  
Figure 8 Confusion matrix of K-NN Figure 9 Confusion matrix of RF 

  
Figure 10 Confusion matrix of MLP Figure 11 Accuracy comparisons of ML algorithms 
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TN patients without breast cancer disease were correctly classified. 

The algorithm misclassified one patient that had breast cancer by 

indicating that FN and the FP rate for the MLP algorithm were 

zero. 

We can compare the RF confusion matrix to that of K-NN. It can 

be observed that K-NN was worse than RF in predicting patients 

with breast cancer (22 vs. 40) and worse at predicting patients 

without breast cancer (65 vs. 70). According to our study, RF 

should be selected between the two algorithms as it provides 

outstanding performance compared to K-NN for classifying breast 

cancer. Finally, we used the MLP on the testing dataset to create a 

confusion matrix. Moreover, RF was worse than the MLP in 

predicting patients with breast cancer (40 vs. 63) and worse in 

predicting patients without breast cancer (70 vs. 119). Therefore, 

among these three algorithms, the MLP provided an outstanding 

prediction accuracy of 99.4%. Moreover, our model gives 

excellent performance with prediction accuracy of 99.4% and 

AUC of 99.8% respectively using MLP algorithm (Asri et al. 

2016). 

According to Table 2, the precision, recall, F1 score, and support 

values obtained when using the K-NN algorithm were 0.84, 0.81, 

0.83, and 80, respectively for the benign class and 0.59, 0.65, 0.62, 

and 34, respectively for the malignant class. The accuracy values 

in terms of the F1 score and support were 0.76 and 114, 

respectively, and the macro average values in terms of the 

precision, recall, F1 score, and support were 0.72, 0.73, 0.72, and 

114, respectively. The weighted average values in terms of the 

precision, recall, F1 score, and support were 0.77, 0.76, 0.77, and 

114, respectively. 

When implementing the RF algorithm, the precision, recall, F1 

score, and support values obtained were 0.99, 0.96, 0.97, and 71, 

respectively, for the benign class and 0.93, 0.98, 0.95, and 43, 

respectively, for the malignant class. The accuracy values for a 

random forest in terms of the F1 score and support were 0.96 and 

114, respectively. The macro average values in terms of the 

precision, recall, F1 score, and support were 0.96, 0.97, 0.96, and 

114, respectively. The weighted average values in terms of the 

precision, recall, F1 score, and support were 0.97, 0.96, 0.96, and 

114, respectively. 

With the MLP algorithm, the precision, recall, F1score, and 

support values were 0.99, 1.0, 1.0, and 119, respectively, for the 

benign class and 1.0, 0.98, 0.99, and 64, respectively, for the 

malignant class. The accuracy values in terms of the F1 score and 

the support were 0.99 and 183, respectively. The macro average 

values in terms of the precision, recall, F1 score, and support were 

1.0, 0.99, 0.99, and 183, respectively. The weighted averages in 

terms of precision, recall, F1 score, and support were 0.99, 0.99, 

0.99, and 183, respectively. 

Table 2 Performances  measurements of K-NN, RF, and MLP algorithms 

K-NN Precision Recall F1 score Support 

0 0.84 0.81 0.83 80 

1 0.59 0.65 0.62 34 

Accuracy - - 0.76 114 

Macro avg 0.72 0.73 0.72 114 

Weighted avg 0.77 0.76 0.77 114 

Random forest 

0 0.99 0.96 0.97 71 

1 0.93 0.98 0.95 43 

Accuracy - - 0.96 114 

Macro avg 0.96 0.97 0.96 114 

Weighted avg 0.97 0.96 0.96 114 

MLP 

0 0.99 1.0 1.0 119 

1 1.0 0.98 0.99 64 

Accuracy - - 0.99 183 

Macro avg 1.0 0.99 0.99 183 

Weighted avg 0.99 0.99 0.99 183 
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It can be observed from Figure 11 that K-NN is a lazy learner and 

is not very active during the training process, unlike the other 

classifiers used to build the models. According to the graph, the 

accuracy obtained by the MLP (99.4%) was better than the 

accuracy obtained by the random forest (96.4%) and K-NN 

(76.3%) algorithms. Moreover, the MLP yielded the highest value 

of correctly classified instances and a lower value of incorrectly 

classified instances than the other classifiers. 

The AUC is plotted with the TP rate (y-axis) against the FP rate (x-

axis); TP rate =TP/TP+FN; FP rate =FP/TN+FP 

A model provides excellent classification if the AUC value is 

nearly 1. In this case, it indicates how accurately the model 

predicts whether a patient suffers from breast cancer. According to 

Figure 12, the AUC value for the K-NN algorithm was 0.73, which 

means that there is a 73% chance that our model can accurately 

distinguish between the benign and malignant classes. Similarly, 

according to figure 13 for the RF algorithm, there is a 99.6% 

chance that the model can accurately predict breast cancer. It can 

be observed from Figure 14 that there is a 99.9% chance that the 

model can accurately classify the benign and malignant classes 

with the MLP algorithm. The highest diagnosis rate was obtained 

with the MLP algorithm using the AUC parameter, as illustrated in 

Figure 15. 

The FP rate was the lowest (zero) when using the MLP classifiers. 

From the results, we may understand why the MLP has 

outperformed the other classifiers. According to the experimental 

results, the highest accuracy value (99.4%) was achieved by using 

the MLP algorithm in extracting the features of tumors (benign or 

malignant). It is observed that the performance of the MLP 

algorithm was better than those of the other classifiers in the 

accuracy, sensitivity, specificity, and precision. Moreover, a 

comparative analysis for the prediction of breast cancer disease is 

presented in Table 3. 

  
Figure 12 AUC of K-NN algorithm 

 

Figure 13 AUC of RF algorithm 

 

  
Figure 14 AUC of MLP algorithm Figure 15 Comparison of AUC scores for different ML algorithms 
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Conclusions 

This study has provided a clear idea of the accomplishment of 

classification algorithms in terms of their prediction ability, which 

can aid healthcare professionals to diagnose chronic disease (breast 

cancer) efficiently. Our goal was to achieve high accuracy for 

breast cancer classification by using a supervised machine learning 

algorithm. Our proposed model yielded the highest accuracy of 

99.4% when using the MLP algorithm, followed by the random 

forest algorithm with 96.4% and the K-NN algorithm with 76.4%. 

The highest diagnosis rate was 99.8% achieved by the MLP 

algorithm, followed by random forest (99.6%) and K-NN (73%) 

when using the AUC parameter. We hope that our work will be 

very helpful in the determination of reliable biomarkers for the 

detection of breast cancer tumors with a larger dataset. 
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