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ABSTRACT The modern and motorized way of life has cultured air pollution.  Air pollution has become the 
biggest rival of robust living. This situation is becoming more lethal in developing countries and so in Pakistan.  
Hence, this inquiry was carried out to propose an architecture design that could make real-time prediction of air 
pollution with another purpose of scanning the frequently adopted algorithm in past investigations. In addition, it 
was also intended to narrate the toxic effects of air pollution on human health. So, this research was carried out 
on a large dataset of Seoul as an adequate dataset of Pakistan was not attainable. The dataset consisted of three 
years (2017-2019) including 647,512 instances and 11 attributes. The four distinctive algorithms termed Random 
Forest, Linear Regression, Decision Tree and XGBoosting were employed. It was inferred that XGB is more 
promising and feasible in predicting concentration level of NO2, O3, SO2, PM10, PM2.5 and CO with the lowest 
RMSE and MAE values of 0.0111, 0.0262, 0.0168, 49.64, 41.68 and 0.1856 and 0.0067, 0.0096, 0.0017, 12.28, 
7.63 and 0.0982 respectively. Furthermore, it was found out as well that the Random Forest was preferred mostly 
in the previous studies related to air pollution prophecy while many probes supported that air pollution is very 
detrimental to human health especially long-lasting exposure causes lung cancer, respiratory and cardiovascular 
diseases. 
Keywords: Machine Learning, Air Pollution Prediction, Seoul, Particulate Matter, Random Forest, Decision Tree, 

Linear Regression, XGBoosting 

1. Introduction 

Promising air quality is crucial for humans as well as for 
other creatures in the atmosphere for a decent living. Air 
quality means the air is without destructive pollutants. But in 
the modern era, the air is infected with several lethal and fatal 
pollutants that affect the quality of air and make it toxic to 
robust living.  The most treacherous pollutants are SO2, NO2, 
O3, CO, PM2.5 and PM10. These and many other pollutants 
make the air poisoned called air pollution. Air pollution 
refers to the contamination of air by different physical, 
chemical and biological factors. It is the problem faced by 
99% of people all over the world [1].  

Air pollution is boosting manifold in this modern era due to 
urbanization, excessive population and industrialization [2]. 
In recent years, this problem has turned into a hazardous one. 
Now, it is becoming one of the major causes of mortality and 
premature death on earth because it affects the respiratory 
system bitterly and reduces the age and function of the lungs. 
According to WHO, almost ten million people died annually 

due to air pollution [3]. So, concerned departments and 
academics are striving hard to develop systems to cope with 
this fatal problem of air pollution. Machine learning has 
assisted a lot in this matter. Systems-based machine learning 
has deep developed to predict the air pollution level so that 
timely measures to be taken to minimize the level of air 
pollution [4]. Machine and deep learning are useful as it 
gives real-time solution [5]. Many studies in the literature 
indicated that machine learning is very convenient to predict 
the air pollution level with the help of different algorithms 
[6], , [92-96]. The pollutants termed carbon dioxide, Sulfur 
dioxide, ozone, particulate matter, carbon dioxide, nitrogen 
oxide, ozone and hydrocarbon are the main causes of air 
pollution in the environment.  
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Figure 1. Most Common Pollutants (askiitians.com, 2018) 

Air is the most fundamental element for all organisms on 
earth but air pollution has become the most critical and 
alarming problem in Pakistan. All the newspapers and news 
channels keep claiming that smog has crossed all the limits in 
Pakistan whose main cause is the burning of agriculture 
remains especially in rice harvesting season. Contaminated 
air is the sole cause of many respiratory and heart diseases. 
So, there is a terrible need that certain steps should be taken 
to avoid or minimize the level of air pollution. Pakistan 
staggering behind in using information technology like 
different techniques of the machine and deep learning for 
distinct motives like predicting air quality. Some 
investigations have been found that pointed out the air quality 
in Pakistan, but all those analyses had been carried out to 
know the current air quality. Only one study [7] has been 
found in which air prediction has been made using the 
machine learning techniques but this investigation was 
carried out on the dataset of China (2010-2015) consisted of 
just one pollutant named PM2.5. So, this research is being 
carried out on six pollutants with latest dataset of Seoul.  

2. Literature Review 
This section narrates the account of 32 investigations carried 
out in the past (2016-2021). These studies have been divided 
into two categories termed measurement of particulate matter 
and measurement of multiple pollutants.   

Category# 1: Measurement of Particulate Matter (PM2.5 
& PM10). 

Enebish et al., [8] aimed to improve the evaluation of PM2.5 
exposure for Ulaanbaatar from 2010 to 2018 and applied six 
machine algorithms named as RF, GBM, SVM, MARS, 
GLMNET and GAM to predict the concentration level of 
PM2.5. They concluded that RF and GBM performed better 
than others using LOLO and CV with R2 of 0.82 while in the 
study of Masood & Ahmad [9]   ANN gave better results.  
Usmani [10] asserted that the Partitioning & Regression Tree 
was more efficient and accurate in prediction.  Bozdag [11] 
wanted to predict PM10  by employing  LASSO, RF, KNN, 
XGB and ANN. The performance of all metrics was 
evaluated and the best performance was obtained on station 6 
with ANN (R2=0.58, RSME=20.8, MAE=14.43).  

Sethi et al. [12] proposed a method to predict the 
concentration of PM2.5 employing a feature selection 
approach known as “Causality Based Linear” with the help of 
the Delhi dataset. At first DT, RF, LR and NN were applied 
on the whole dataset in which LR gave promising results in 
predicting PM2.5.  Lee et al. [13] used the data of different 77 
air monitoring stations and 560 weather stations. The 
experiments used RMSE, normalized RMSE (NRMSE), and 
R2 as prediction performance metrics. The proposed method 
significantly enhanced the coefficient of determination (R2) 
from 0.58 to 0.71 and reduced the RMSE from 8.56 to 7.06. 

Doresawamy et al. [14] researched the PM2.5 level in Taiwan 
which affects human health severely. They used the dataset 
of Taiwan AQM consisted of five years (2012-2017) 
comprised of 76 air stations and used RF, DTR and MLP 
regression. The findings claimed that the forecasting results 
of this model that were measured in the form of RMSE, 
MAE, MSE and R2 were more valid than previous models.  
Ma et al. [15] proposed model used XGBoost which was 
validated on the datasets of three years (2015-2018). The 
results of this model were compared with another model 
termed (WRF-Chem) that proved that the proposed model 
performed better with higher 50-100% R2 and lower standard 
deviation by 14-24ug m3. Joharestani et al. [16] concluded 
that Gradient boosting gave better performance with R2 of 
0.81, MAE of 09.92 and RMSE 13.58. 

Zhang et al. [17] explored that RF Spark cluster consisted of 
one main node and three worker nodes performed better than 
traditional methods. Karimian et al. [18] used data of 9 
stations for the period of four years (2013-2016) provided by 
AQCC. The results of this study exhibited that the LSTM 
model achieved the lowest RSME=8.91 Mgm-3 and 
MAE=6.21 Mg m-3 and 75% accuracy in forecasting air 
pollution. Delavar et al. [19] used 24 hours’ data related to 
pollutants obtained from AQCC and meteorological data 
provided by IMO for the period of ten years from 2006 to 
2016. They applied different machine learning methods 
called SVM, GVM, ANN, Autoregressive non-linear neural 
network to predict air pollution. The comparative findings 
claimed that the NARX method with refined data gave the 
most accurate results in the prediction of PM2.5 and PM10 
concentrations.  

Category # 2: Measurement of Multiple Pollutants  

Air pollution has become the most pressing issue around the 
world. Sethi et al. [20] collected data from OGD (Open 
Government Data) India consisted of various pollutants 
namely PM2.5, PM10 and ammonia and ozone to train the 
model They compared the accuracy of MLR, RFR, DTR, 
SVR and XGBoost. The results showed that the RFR model 
had minimal errors with almost 91.25% accuracy.  

The study of Kiftiyani & Nazhifah [21] used the dataset 
consisted of three years from 2017-2019 related to NO2, SO2, 
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CO, O3, PM2.5 and PM10. They employed three deep learning 
techniques known as LSTM, CNN, CNN-LSTM and gave 
results with normalization and without normalization. In the 
end, it was inferred that CNN gave lower RMSE values of 
4.707 without normalization while with normalization CNN-
LSTM offered the lowest RMSE value of 7.137. 

Sharma et al. [22] and [61-64] developed a model that could 
predict the concentration of different pollutants (SO2, NO2, 
RSPM, O3) using historical and present data. They applied 
six classifiers which included LBR, SVM, RF, DT, KNN and 
ANN with the help of a dataset labelled as “Air Pollution 
Geocodes Dataset” containing data from 2016-2018 of 196 
Indian cities. The findings suggested that RF had more 
accuracy than other algorithms.  

Juarez & Petersen [23] developed software to analyze the 
hourly record of 12 air pollution and 5 weather variables per 
year in Delhi, India. They collected five years (January 2015 
to June 2020) hourly pollutant data of Delhi from the CPCB 
of India. They applied eight machine learning algorithms 
such as XGBoost, SVR, KNN, DT, LR, RF, Adaboost and 
LSTM to forecast the next 1 to 24 h ozone concentration 
level. The result showed that the XGBoost and RF performed 
better with R2 of 0.61. 

Bhalgat et al. [24] used Linear Regression and Multilayer 
Perceptron (ANN) protocol for the prediction of next-day 
pollution by using the dataset comprised of 60383 records of 
Maharashtra. The ARIMA and AR models were used for 
predicting the values of SO2. They concluded that Nagpur 
has a higher SO2 level than other cities. Shen et al. [25] 
employed PFM (Prophet Forecasting Model) model to 
estimate both short-term and long-term air pollution in Seoul. 
The results revealed that PFM had the unique potential to 
predict both short-term and long-term air pollution in terms 
of climate which other forecasting models fail to address. 

Khan et al. [26] forecasted air pollution in the four most 
polluted areas of Delhi. They collected data of the previous 
four years (2015-2019) from the website of the CPCB. It 
consisted of eight pollutants named PM10, PM2.5, CO, NO, 
NO2, NOx, Ozone and SO2. After implementing multiple 
techniques, they concluded that Anand Vihar was the most 
polluted area of Delhi having the worst AQI. 
Kanjo [27] developed a pollution foretelling system. He 
collected data of one year (1 July 2017 to 1 August 2018) 
from two cities namely Istanbul and Bursa. The dataset 
contained different pollutants termed O3, NO2, PM2.5 and 
PM10. The data was processed by employing ANN, NARX, 
and ANFIS. The model was trained and tested using the 
aforementioned models. It was concluded that the model 
namely ANFIS offered better performance with training and 
validation RMSE values of 0.0022, and 0.0038 respectively. 

Rubal et al. [28] evaluated the hybrid method in predicting 
air pollution levels. They used the differential evaluation 

method with RF to predict the concentration of seven 
pollutants (C6H6, NO2, O3, SO2, CO, PM2.5 and PM10) with 
the connotation of a dataset of Delhi and Patna from 2015-
2017 consisted of 946 records. The findings of the proposed 
method were validated in an experiment in which the 
proposed method outperformed.  
Lepperod [29] executed to predict PM10, PM2.5 and NO2. This 
dataset was of three types namely traffic data, wood burner 
data and historical observations of weather data from 
different stations of the target city. They applied several 
ensemble techniques known as RR, RF, GB, MP and RNN to 
forecast air pollution and found out that gradient boosting 
offered more promising results than other ensemble 
techniques. 

Fu et al. [30] used an air quality prediction model termed as 
Bayesian network to predict the air quality of Hangzhou. 
They collected data of Hangzhou from 01 March 2018 to 30 
April 2021 from the Zhenqi website. The dataset consisted of 
six air pollutants named PM2.5, PM10, NO2, SO2, CO, and O3 
which were used as evaluation factors. The results indicated 
that air quality prediction accuracy was more than 80%. 

Sharma et al. [31] developed a model to forecast AQI 
including the impurities named PM2.5, PM10, O3, NO2, and 
SO2.  and calculated results for 196 cities of India on 
different classifiers. The performance of the five most 
accurate results giver classifiers namely SVM, KNN, DT, RF 
and ANN which discovered that Decision Tree (DT) gave 
more accurate results with an accuracy of 99.7% which was 
further maximized by 0.02% with the use of another 
classifier termed as Random Forest Classifier. 

Castelli et al. [32] develop a model using SVR to forecast the 
hourly Air Quality Index (AQI) for the state of California. 
They collected hourly data of California from EPA between 
01 January 2016 to 01 May 2018 consisted of pollutants 
named CO, SO2, NO2, and PM2.5. It was found that SVR with 
RBF kernel (Redial Basis Function) provided more accurate 
results in the hourly prediction of pollutant concentrations 
with 94.1% accuracy. Asgari et al. [33] employed Apache 
Spark on the Hadoop cluster to boost processing speed. They 
found out that Logistic Regression demonstrates the best 
estimator with 0.68 accuracy and Naïve Bayes with 0.48. 

 Chen et al. [34] collected daily AQIs of 16 large cities of 
China included three fatal pollutants namely PM2.5, PM10 and 
SO. They used PMI based separate IVS scheme for 
predictors (pollutants) selection and Ensemble Neural 
Network for prediction. The outcomes proved that the 
predictability of PBK-based machine learning methods has 
closely related to quality.  Gocheva-Ilieva et al. [35] used 
time-series data included hourly measurements of air 
pollutants named O3, NOx, NO, CO, SO2 and PM10. It was 
concluded that the RF-ARIMA methodology offered the 
opportunity to develop high-performance models and achieve 
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excellent quality of predicting concentrations of air 
pollutants.  

  Bouzoukis et al. [36] also aimed to generalize the findings 
of their exploration based on the large-scale data collection 
consisted of eleven stations by applying an ensemble 
technique consisted of FFNN, CLNN, FIS, SOM, and RF to 
get the best performance regarding prediction. It was 
disclosed that the system performed well in predicting the 
quality of air.  

Masmoudi et al. [37] introduced a novel method known as 
ERCFR which was the amalgamation of two valid 
approaches termed as Ensemble of Regression Chains and 
Random Forest. The findings of the study were validated 
through experiments in which it was noticed that ERCFR 
perfumed better than other previous approaches but the 
authors asserted that more research should be conducted to 
purify the findings. Peng et al. [38] carried out a study that 
tended to overcome the deficiencies and limitations of 
previous traditional linear and nonlinear approaches.  The 

data of six stations consisted of O3, PM2.5 and NO2 from 
2009-2014 taken by UMOS-AQ forecast system of 
“Environment Canada” was used in this investigation. The 
model was validated by making a comparison between 
MLRM, OSMLR, MLPNN, and OSELM in which OSELM 
gave better performance than others. 

Liu et al. [39] developed two regression models by using 
SVR and RFR to predict the air pollution of Beijing and the 
nitrogen oxides (NOX) concentration in an Italian city. The 
experimental results showed that both models achieved good 
results but the RFR model performed better in the 
experiments. Ma et al. [40] proposed a non-linear framework 
to investigate the most important factors of air quality with 
the perspective of big data on using U.S. counties dataset of 
four years (2012-2016). They applied Extreme Gradient 
Boosting (XGBoost) to model the non-linear relationships 
and measure the importance of features. It was concluded 
that this methodology uncovered the important factors of air 
quality skillfully and found six major factors that affected the 
air quality.

Table 1: Air pollution Forecasting Techniques 

Sr. 
No 

Author Name Year Algorithms Findings 

1 Sethi et al. [20] 2021 MLR,DTR, SVR, 
XGBR,RFR 

The results showed that the RFR model had minimal errors 
with almost 97% accuracy. 

2 Enebish et al., [8] 2021 RF, GBM, SVM, MARS, 
GLMNET and GAM 

RF and GBM performed better than others using LOLO and 
CV with R2 of 0.82.  

3 Kiftiyani & Nazhifah 
[21] 

2021 LSTM, CNN, CNN-LSTM  It was inferred that CNN gave lower RMSE values of 4.707 
without normalization while with normalization CNN-LSTM 
offered the lowest RMSE value of 7.137 

4 Masood & Ahmad [9] 2019 SVR and ANN The ANN gave better results regarding the prediction PM2.5. 
5 Usmani [10] 2019 DT,ANN, SVM,RF,GLM The findings revealed that Partitioning & Regression Tree was 

more efficient and accurate in prediction. 
6 Bozdag [11] 2020 LASSO, RF, KNN, 

XGB,ANN  
The ANN indicated the best performance with low RMSE and 
MAE values of 20.8 and 14.43 respectively.  

7 Sethi et al. [12] 2019 DT, RF, LR and NN LR gave promising results and after that CBL was applied on 
selected features in which RF improved the veracity in 
predicting PM2.5 

8 Sharma et al. [22] 2021 LBR, SVM, RF, DT, KNN 
and ANN 

The findings suggested that RF had more accuracy than other 
algorithms. 

9  Juarez & Petersen [23] 2021 XGBoost, SVR, KNN, DT, 
LR, RF, Adaboost and 
LSTM 

The result showed that the XGBoost and RF performed better 
with R2 of 0.61.  
 
 

10 Sharma et al. [31] 2020 SVM, KNN, DT, RF, ANN Decision Tree gave more accurate results with an accuracy of 
99.7% 

11 Castelli et al. [32] 2020 SVR with different kernel It was found that SVR with RBF kernel provided more accurate 
results in the hourly prediction of pollutant concentrations with 
94.1% accuracy 

12 Asgari et al. [33] 2017 Multinomial Naïve Bayes 
and Multinomial Logistic 
Regression 

It was found out that Logistic Regression demonstrating best 
estimator with 0.68 accuracy and Naïve Bayes with 0.48 

13 Chen et al. [34] 2018 PMI based separate IVS 
scheme and Ensemble 
Neural Network 

The outcomes proved that the predictability of PBK-based 
machine learning methods has closely related to quality. 

14 Gocheva-Ilieva et al. 2020 ARIMA & RF It was concluded that the RF-ARIMA achieved excellent 
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[35] quality of predicting concentrations of air pollutants. 
15 Lee et al. [13]  

2020 
GB and extract feature-
based machine learning  

The proposed method based on gradient boosting demonstrated 
promising results.  

16 Doresawamy et al. [14] 2019 RFR, DTR and MLPR The findings claimed that the forecasting results of this model 
that were measured in the form of RMSE, MAE, MSE and R2 
were much valid than previous models. 

17 Ma et al. [15] 2020 XGBoost The proposed model performed better with higher 50-100% R2 
and lower standard deviation by 14-24ug m3. 

18 Bhalgat et al. [24]  
2019 

LR, ANN They concluded that Nagpur has a higher SO2 level than other 
cities 

19 Shen et al. [25] 2020 PFM model, RMSE, MAE 
,MSE and coverage  

The results revealed that PFM had the unique potential to 
predict both short-term and long-term air pollution. 

20 Ma et al. [40] 2020 XGBoost After the experiments, it was concluded that this methodology 
uncovered the important factors of air quality skillfully. 

21 Bouzoukis et al. [36] 2016 FFNN, CLNN, FIS, SOM, 
and RF 
And a system namely 
HISYCOL was developed. 

It was disclosed that the system performed well in predicting 
the quality of air. 
 
 

22 Masmoudi et al. [37] 2020 Ensemble of Regression 
Chains and Random Forest. 

The findings of the study were validated through experiments 
in which it was noticed that ERCFR perfumed better than other 
previous approaches 

23 Khan et al. [26] 2019 Multiple Regression 
Technique 

After the experiment, they concluded that Anand Vihar was the 
most polluted area of Delhi having the worst Air Quality Index  

24 Kanjo [27] 2019 ANN, NARX, and ANFIS It was concluded that the model namely ANFIS offered a better 
performance with training and validation RMSE values of 
0.0022, and 0.0038 respectively. 

25 Lepperod [29] 2019 RR, RF, GB MP and RNN . It was found out that gradient boosting offered more 
promising results than other ensemble techniques. 

26 Joharestani et al [16] 2019 RF, Gradient Boosting  Comparatively, it was concluded that GB gave better 
performance with R2 of 0.81, MAE of 09.92 and RMSE 13.58. 

27 Peng et al. [38] 2017 MLRM, OSMLR, MLPNN, 
and OSELM 

MLRM, OSMLR, MLPNN, and OSELM in which OSELM 
gave better performance than others. 

28 Zhang et al. [17] 2016 random forest algorithm on 
Spark cluster 

It was noted that Spark based method performed better in 
predicting the level of PM2.5 in real-time. 

29 Rubal et al. [28] 2018 RF The findings of the proposed method were validated in an 
experiment in which the proposed method outperformed. 

30 Liu et al. [39] 2019 SVR and RFR The experimental results showed that both models achieved 
good results but the RFR model performed better in the 
experiments. 

31 Fu et al. [30] 2021 Bayesian network model The results indicated that air quality prediction accuracy was 
more than 80%. 

32 Karimian et al. [18] 2019 MART, DFNN approaches 
and a hybrid (LSTM) 

The results of this study exhibited that LSTM model achieved 
the lowest RSME = 8.91 and MAE=6.21 and 75% accuracy 

33 Delavar et al. [19] 2019 SVM, GVM, ANN, 
Autoregressive non-linear 
NN 

The comparative findings claimed that the NARX method gave 
the most accurate results in the prediction of PM2.5 and PM10 
concentrations.   

3. Methodology 

This section interprets the details of the dataset, attributes, 
pollutants, detail of their creation and their adverse impacts 
on humans and the environment. In addition, the detail of 
used algorithms and their application in the arena of machine 
learning has also been debated.  

 
 
 
Figure 2. The proposed architecture model for predicting air 
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pollution 
3.1. Dataset Description 
The dataset that was utilized in this probe was concerned 
with the capital city of South Korea termed Seoul is an open 
data which was downloaded from the website of Kaggle and 
Seoul Metropolitan Government public data. It possessed six 
distinct pollutants which included SO2, NO2, O3, CO, 
PM2.5, PM10. It was collected from twenty-five different 
stations in which values of all pollutants were measured 
hourly for three years (2017-19).  It embodied 647,512 
instances and the following 11 attributes namely 
Measurement date, Station code, Latitude, Longitude, SO2, 
NO2, O3, CO, PM10 and PM2.5. 
3.2 Data Splitting 
In this study, the dataset of Seoul consists of three years 
(2017-19) has been used. It was split into two parts for 
training and testing the model. Training is the process where 
the model is trained to get the required outcome for a 
particular purpose. The part of the dataset that is selected to 
train the model generally consisted of a large amount of data 
in the dataset. In this study, 80% proportion of the dataset 
was selected for training the data on different regression 
techniques. After that remaining 20% of the data of the 
dataset has been used for testing  
3.3 Data Processing 
All the processing related to data was carried out in the 
operating system namely the Window-10 i5 machine. Python 
Programming Language was used for data development. 
Pandas was utilized to perform preprocessing relevant to time 
series evolution while machine learning algorithms were 
executed using a library called scikit to learn library that is an 
open-source ML library for the purpose of python 
programming language. While plotting of graph was carried 
out in plotly library. Sklearn metrics was adopted for 
evolution purpose and all the code were written on Google 
Colab. After that null values of the dataset were removed and 
experiments were made employing the four different 
algorithms known as DTR, LR, RFR and GBR. To evaluate 
the performance of all regression algorithms in the prediction 
of each pollutant concentration the evaluation metrics MAE 
and RMSE were used. 
 
Figure 3. Hourly data distribution of each air pollutant in 
Seoul 
3.4 Estimation Model/Regression Techniques 
3.4.1 Random Forest 
Machine learning is the most important branch in the domain 
of artificial intelligence in which a variety of algorithms are 
employed to execute unique assignments but the accuracy of 
result and time of execution was not up to the mark while 
using traditional algorithms. Random Forest has a lot of 
potentials such as classification accuracy, ability to cope with 
outliers and noise and lack of overfitting.  RF has been some 

of the most widely used research approaches in the field of 
data mining and machine learning, and information to the 
field of biology [41]. Random Forest can cope with micro 
information data. In addition, its accuracy of results is much 
higher than other various algorithms. [42], [64-70]. 
3.4.2 Linear Regression 
The model termed linear regression is linked with supervised 
machine learning. It is one of the unique models in the 
domain of data analysis which is mainly used for the motives 
of prediction. It is contemplated easier and more famous 
algorithms than other machine learning algorithms. The 
model reveals the best fit linear line between variables 
termed dependent and independent variable where “X” is 
considered independent while “Y” is assumed an independent 
variable [43][97-100]. The general form of the equation of 
multiple linear regression is: 
y = 𝛽0 + 𝛽1𝑥1 + 𝛽2𝑥2 + ⋯𝛽𝑘𝑥𝑘  
Multiple linear regression models described how a single 
response variable Y is linearly dependent on a number of 
predictor variables. 
3.4.3 Decision Tree 
The decision tree is another important technique that is 
adopted to solve the problems that come in the orbit of 
classification and regression. It is an algorithm where 
decisions are leaves and data is split in the nodes. There are 
many advantages of using this algorithm such as data can be 
handled handily, data can be interpreted with considerable 
comfort [101]. It gives real-time solutions by anticipating the 
solution of some problem. All types of values like categorical 
and quantitative are susceptible to handle where missing 
values are replaced with the most suitable ones. But the 
decision tree may encounter the problem of overfitting that 
can be unravelled by employing random forest. [44], [77-84]. 
3.4.4 XGboost Algorithm  
This algorithm is an advanced form of gradients boosting 
[45]. It is a highly appreciated and adored algorithm due to 
its best performance in solving problems about classification, 
ranking and regression. In addition, its execution speed is 
very high and gives real-time solutions. So, data analysts 
adore this algorithm [46].  The reason for accurate results 
given by this algorithm is that it produces results in the form 
of a tree structure with the parallel approach by remembering 
in mind the specification and configuration of the model [42]. 
It can produce state-of-the-art outcomes with minimum 
sources [47], [71-77]. 
3.5 Evaluation Criteria 
It is a criterion that is used to evaluate the performance of the 
model. Many statistical techniques are used for evaluation. In 
this study, Root Mean Square Error (RMSE) and Absolute 
error (MAE) have been used to know the performance of the 
model.  
3.5.1 Mean Absolute Error (MAE) 
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Mean Absolute Error is the standard that measures the 
average intensity of errors in a set of predictions values, 
regardless of direction [48]. It is the average of the absolute 
differences between actual and predicted values. It is 
calculated as in the equation. 

𝑀𝐴𝐸 =   
1
𝑛
   (𝑦! − ý!)
!

!!!

 

Where, 
n = Number of observations 
𝑦!   = Actual Values 
ý!   = Predicted Values 
3.5.2 Root Mean Square Error (RMSE) 
Root mean square error is a standard deviation of the 
prediction errors. It is also used to measure the model 
performance [48] , [84-92]. It is obtained by taking the 
average of squared differences between actual and predicted 

values and then taking the square root of final results. It is 
calculated as in the equation. 

𝑅𝑀𝑆𝐸 =   
1
𝑛
( 𝑦!     −   ý!    !
!

!!!

) 

4. Result and Discussion 
In this section, the result of four prominent algorithms in the 
domain of machine learning called GBR, RFR, LR, DTR has 
been demonstrated in the form of tables. To make a 
prediction, RMSE and MAE have been measured and a 
comparison has been made to get the most accurate algorithm 
in predicting air pollution related to six pollutants namely 
SO2, NO2, CO, O3, PM10 and PM2.5.

Table 2: Dataset Descriptive Statistics 
Table 2 shows the count, mean and standard deviation of 
each pollutant. Among all pollutants, PM10 recorded the 
highest of 71.14 and 43.71 and SO2 recorded the lowest 
of -0.002 and 0.079 mean and standard deviation 
respectively. 
4.1 Results 

The predicted values of each pollutant vs. actual results 
have been indicated by line graph which is considered a 
good visual technique for estimating the goodness of the 
regression model at a glance. Time is taken on the x-
axis, while predictive values of various regression 
algorithms have been demonstrated on the y-axis. 
4.1.1 Nitrogen Dioxide (NO2)

Different regression techniques were applied to Seoul’s 
dataset to perform analysis and predict the concentration 
level of each pollutant and compare it with actual values. 
Predicted analysis for Gradient Boosting Regression (GBR), 
Random Forest Regression (RFR), Linear Regression (LR) 
and Decision Tree Regression (DTR) has been made.  
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
(a): MAE for different regression techniques, 
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 (b): RMSE for different regression techniques 

  Figure 4.  Different regression techniques 

Figure 4 demonstrates that GBR has a lower MAE and 
RMSE value than other algorithms. GBR has MAE 0.0111 
while RMSE achieved was 0. 0067 which is lower than MAE 
and RMSE values of RFR, LR and DTR. Hence, it is evident 
that GBR is better than others algorithms in forecasting the 
concentration level of pollutants named NO2.  

4.1.2 Sulfur Dioxide (SO2) 

Predictive analysis has been for Seoul’s dataset using 
numerous regression techniques in which each air pollutant 
was predicted separately. The MAE and RMSE values are 
shown in Figure 4.2.  

 

 

 

 

 

 

  

Figure 5 (a): MAE for different regression techniques 

 

 

 

 

 

 

 

     Figure 5 (b): RMSE for different regression techniques 

Figure 5 (a) Above results are reflecting that GBR, RFR and 
DTR have suggested near about the same MAE values of 
0.0017,0.0028 and 0.0028 respectively. RMSE values have 
been computed and displayed in Fig 5 (b). RFR, LR and DTR 
have expressed almost identical values but GBR has a lower 

MAE and RMSE value as compared to the remaining 
algorithms. So, it is apparent that GBR is more promising 
than others algorithms in anticipating the concentration level 
of pollutants called SO2 as GBR has revealed MAE value of 
0.0017 and RMSE value of 0.0168 as compared to MAE and 
RMSE values of other models.  

4.1.3 Carbon monoxide (CO) 

Predictive Analysis has been conducted for Seoul’s dataset 
using different regression techniques in which each air 
pollutant was foreseen separately. MAE and RMSE values 
are exhibited in Figure 4.3.  

 

 

 

 

 

 

 
Figure 6 (a): MAE for different regression techniques    

Figure 6 (b): RMSE for different regression techniques 
Figure 6 disclosed that DTR, RFR and GBR have lower 
MAE values of 0.1055, 0.1056 and 0.0982 and RMSE values 
0.2541, 0.2534 and 0.1856 respectively than the LR 
technique which means that LR performed poorly in 
foretelling peak values and have higher MAE and RMSE 
values as compared to other regressions techniques. 
Therefore, it is obvious that GBR is more favourable because 
it headlined the lowest MAE and RMSE values than others 
algorithms in predicting the concentration level of pollutants 
termed CO. 
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4.1.4 Particular Matter (PM2.5) 
The four regression techniques were applied on Seoul’s 
dataset to perform analysis and maximum and minimum 
values have been anticipated and compared. In Figure 4.4(a), 
LR has expressed the MAE value of 12.15 which is high as 
compared to other regression techniques that have poor 
results in predictive analysis to foresee peak values. 
Comparatively, DTR and RFR performed much better than 
LR but GBR denoted better output with MAE value of 7.63. 

 Figure 7 (a): MAE for different regression techniques    

  Figure 7 (b): RMSE for different regression techniques 

Figure 7 (b) denotes that all regression techniques GBR, 
RFR, LR and DTR have almost identical RMSE values of 
41.68, 42.79, 43.94 and 42.79 respectively. LR displayed 
poor results in foretelling but RFR and DTR remained almost 
the same. GBR has a lower MAE and RMSE value than other 
algorithms. It obvious that GBR with RMSE value of 41.68 
is more decent than others algorithms in anticipating the 
concentration level of pollutants named PM2.5. 

4.1.5 Particular Matter (PM10) 

The regression analysis was performed utilizing different 
regression techniques to forecast values for each pollutant of 
Seoul’s dataset. Figure 4.5(a) indicates the MAE values of 
PM10. Figure 4.5(a) demonstrates that LR has higher MAE 
values of 18.22. DTR and RFR remain the same with 13.77 
and 13.76 respectively. Comparatively, GBR expressed good 
performance with lower MAE value of  12.28  

Figure 8 (a): MAE for different regression techniques       

 

 

 

 

 

 

Figure 8 (b): RMSE for different regression techniques 

In Figure 8 (b), GBR has the MAE of 12.28 while RMSE 
value is 49.64. The RMSE of RFR and DTR are not more 
promising yet they performed better as compared to RMSE 
value of LR. So, it is evident that GBR has illustrated more 
factual results.  

4.1.6 Ozone (O3) 

Different predictive analysis using four regression techniques 
were performed to predict values of air pollutants of Seoul’s 
dataset O3. Figure 8 (a) indicates that LR demonstrated poor 
performance in anticipating values with higher MAE 0.0171 
as compared to other regression techniques. RFR and DTR 
gave almost similar MAE values of 0.0135 and 0.0134 
respectively. So, it is evident that GBR technique gave better 
results in prediction with a 0.0096 MAE value. 
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Figure 9 (a): MAE for different regression techniques        

 

 

 

 

 

 

 

Figure 9 (b): RMSE for different regression techniques 

Figure 9 (b) is reflecting that DTR and RFR displayed RMSE 
values of 0.0427 and 0.0428 respectively was higher 
compared to the other two regression techniques. 
Comparatively, GBR and LR have performed much better. 
GBR has MAE 0.0096 while RMSE value is 0. 0262. So, it is 
clear that GBR is better than other algorithms in predicting 
the concentration level of O3 . 

4.2 Discussion 
In this segment, the findings of the current investigation have 
been compared with other previous similar inquiries. In 
addition, the research questions of this research have also 
been addressed after conducting experiments and exhibitions 
of results in the form of graphs and tables. Four Algorithms 
have been run on the dataset consisting of six pollutants 
namely SO2, NO2, CO, O3, PM2.5 and PM10. The results of 
this study have been compared with another similar study 
that was conducted on the same dataset termed Seoul by 
Shen et al. [25]. The result of this investigation is more 
accurate than the results of a study by [25] because the MAE 
values of this study are lower than the MAE values of  [25] 
7.6279, 12.285, 0.00666, 0.00964, 0.001715 and 0.0982 
MAE of the current inquiry for PM2.5, PM10, O3, NO2, SO2 
and CO respectively while the Mean Squire Error of  [25] 
was 16.8, 20.72, 0.0134, 0.0129, 0.00241 and 0.387 for 
PM2.5, PM10, O3, NO2, SO2 and CO respectively. So, it is 
obvious that the results of this inquiry are more accurate than 
the investigation of Shen et al [25]. 

Table 3: Comparison of MAE values 

 It has been found out that “Random Forest” (RF) has been 
commonly used to predict the concentration level of various 
pollutants in the different parts of the world such as the 
investigations of [28][8][11][12][14][16][17][20][22][23] 
[29][31] [35][36][37][39] and the second most commonly 
used algorithm is “Artificial Neutral Network (ANN)” such 
as the studies like [9][10] [11] [12] [18] [19] [21] [22] 
[23][24][27][29][31][36][38] and the third most adopted 
algorithms is XGBR like in the studies of [8] [11] [13] [15] 
[16] [23][26][20][40]. 

 

 

 

 

 

 

 
 

 

Figure 10. Proportions of machine learning algorithms  

Figure 10 reveals that the percentage of use of RF in the 
earlier studies is 18.7% which is more than any other 
algorithm. In addition, it is also obvious that the use of ANN 
and SVM is equal that is 16%. While the third most used 
algorithm is GB whose percentage is 12%. DTR and LR are 
at the fourth and fifth numbers respectively. It was inferred 
that XGB is more promising and feasible in predicting 
concentration level of NO2, O3, SO2, PM10, PM2.5 and CO 
with the lowest RMSE and MAE values of 0.0111, 0.0262, 
0.0168, 49.64, 41.68 and 0.1856 and 0.0067, 0.0096, 0.0017, 
12.28, 7.63 and 0.0982 respectively. However, it is noted that 
while predicting particulate matter, all the algorithms gave 
higher RMSE and MAE values as compared to RMSE and 
MAE values of other pollutants and RMSE and MAE values 
of other pollutants are much lower than the values of 
particulate matter. 

Pollutant MAE 
(PFM) MAE (Current Study) 

PM2.5 16.8 7.6279 
PM10 20.72 12.285 

O3 0.0134 0.00666 
NO2 0.0129 0.00964 
SO2 0.00241 0.001715 
CO 0.387 0.0982 
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Table 4. Overall performance (MAE) value result on Seoul pollution dataset                       
 

Algorithms 
NO2 O3 SO2 PM10 PM2.5 CO 

RFR 0.0098 0.0135 0.0028 13.76 9.72 0.1056 

DTR 0.0098 0.0134 0.0028 13.77 9.72 0.1055 

GBR 0.0067 0.0096 0.0017 12.28 7.63 0.0982 

LR 0.0192 0.0171 0.0102 18.22 12.15 0.1616 

Table 4 shows the overall performance through Mean 
Absolute Error (MAE) values for each model and scenario. It 
can be seen that GBR has lower MAE values and gave better 
performance than other models in the prediction of all 
pollutants concentration levels. 

 

Figure 11: A comparison of MAE values for each pollution 
component 

Table 5: Overall performance (RMSE) value result on Seoul 
pollution dataset 

Algorithms NO2 O3 SO2 PM10 PM2.5 CO 
RFR 0.0389 0.0427 0.0343 50.34 42.79 0.2534 
DTR 0.0391 0.0428 0.0342 50.35 42.79 0.2541 
GBR 0.0111 0.0262 0.0168 49.64 41.68 0.1856 
LR 0.0303 0.0334 0.0347 64.08 43.94 0.2932 

Table 4.4 displays the overall performance through Root 
Mean Square Error (RMSE) values for each model and 
scenario. It can be seen that GBR has lower RMSE values 
and gave better performance than other models in the 
prediction of all pollutant’s concentration levels.  

 

 

Figure 12: A comparison of RMSE values for each pollution 
component  

The short- and long-term exposure had different but 
dangerous effects on the health of all the organisms that exist 
on the earth such as different diseases of the lungs and 
respiratory system. Short-term effects of nitrogen dioxide 
include premature cardiovascular disease [49] while the same 
short-term effect of ozone is debated [50]. Similarly, traffic 
on the roads and particulate matter also causes the disease 
named premature cardiovascular disease [51]. Failure of the 
heart is another effect due to different pollutants such as CO, 
NO2 and SO2 [52].  

Furthermore, short-term effects of another other deadly 
pollutant called particulate matter include coronary syndrome 
[53][54]. The data of 188 different countries of the world 
claimed that there is a strong link between stroke and air 
pollution [55]. It was also identified that hourly increase of 
pollutants also has fatal effects on living creatures[51][56]. 
Some studies in the arena of science asserted that pollution 
caused by road traffic causes hypertension [57][58]. Sudden 
death, stress, anxiety, tension, inflammation and other 
psychological effects are also the result of long-term 
exposure to contaminated air [59][60]. 

5. Conclusion  
It is concluded that air pollution is very toxic to human 
health.  it is pointed out that mostly Random Forest, Gradient 
Boosting had been used in the world to develop systems to 
foretell the concentration level of pollutants. In addition, it is 
also observed that Gradient Boosting and Random Forest 
offered more accuracy than other algorithms.  However, it is 
evident that the accuracy of a system might change due to 
changes in parameters and changes in climate in different 
parts of the world.  In the present study, four algorithms 
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termed Random Forest Regression, Linear Regression, 
Decision Tree Regression and Gradient Boosting Regression 
were employed on a large dataset of Seoul to proposed an 
architecture design to predict the level of pollutants 
accurately. After the experiments, it was inferred that 
extreme gradient boosting offered more promising and 
vowing accuracy in predicting the air pollution that is the 
biggest enemy of healthy living. 

6. Future Work      
           
This investigation has been carried out with four algorithms 
and a dataset having ten parameters in the domain of machine 
learning. So, it is intended that different deep learning 
algorithms would be employed with a dataset having more 
and different parameters.
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