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ABSTRACT 

Information retrieval is acquiring particular information from large resources and presenting it according to the user’s 

need. The incredible increase in information resources on the Internet formulates the information retrieval procedure, a 

monotonous and complicated task for users. Due to over access of information, better methodology is required to retrieve 

the most appropriate information from different sources. The most important information retrieval methods include the 

probabilistic, fuzzy set, vector space, and boolean models. Each of these models usually are used for evaluating the 

connection between the question and the retrievable documents. These methods are based on the keyword and use lists of 

keywords to evaluate the information material. In this paper, we present a survey of these models so that their working 

methodology and limitations are discussed. This is an important understanding because it makes possible to select an 

information retrieval technique based on the basic requirements. The survey results showed that the existing model for 

knowledge recovery is somewhere short of what was planned. We have also discussed different areas of IR application 

where these models could be used.  

KEYWORDS: Information Retrieval, Vector Space Model, Boolean Model, Probabilistic Models, Indexing Searching, 

Inference Network Model. 

1. INTRODUCTION 

The collection of information is usually considered an 

informatics branch that manages the representation, access 

and store the information. Information processing involves 

the management and compilation of data from large 

repositories of data [1]. Information Recovery (IR) is a 

technique for describing, processing and gathering 

information in response to a user request (quest) for the 

exploration of knowledge [2]. The cycle starts with the user 

question in several steps and concludes with sufficient user 

details. Filtering, scanning, matches of document and rating 

procedures are also remaining phases. The primary aim of the 

information retrieval is to bring out facts or documents that 

meet the users' data needs. IR systems (IRS) typically 

implement the following processes to achieve this objective 

[3]: 

• Indexing process: The presentation of documents is 

in summary form. 

• Filtering process: Removal of stop words and 

common words, known as a linguistic module. 

• Searching process: Main route of IRS contains 

several methods for retrieval of records that are 

suited with the query. 

There are two basic steps to determine the efficiency of 

retrieval of information [4]. 

• Precision: That is the proportion of documents 

obtained that are applicable to the question. 

• Recall: It might be a number of records relating to 

the application that has already been retrieved. 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑁𝑜. 𝑜𝑓 𝑅𝑒𝑙𝑒𝑣𝑎𝑛𝑡 𝐷𝑜𝑐𝑢𝑚𝑒𝑛𝑡 𝑅𝑒𝑡𝑟𝑖𝑒𝑣𝑒𝑑

𝑁𝑜. 𝑜𝑓 𝐷𝑜𝑐𝑢𝑚𝑒𝑛𝑡 𝑅𝑒𝑡𝑟𝑖𝑒𝑣𝑒𝑑
 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑁𝑜. 𝑜𝑓 𝑅𝑒𝑙𝑒𝑣𝑎𝑛𝑡 𝐷𝑜𝑐𝑢𝑚𝑒𝑛𝑡 𝑅𝑒𝑡𝑟𝑖𝑒𝑣𝑒𝑑

𝑁𝑜. 𝑜𝑓 𝑅𝑒𝑙𝑒𝑣𝑎𝑛𝑡 𝐷𝑜𝑐𝑢𝑚𝑒𝑛𝑡 
 

The method of retrieval of information is listed below: 

• The knowledge recovery process begins when a user 

uses any graphical or interface to construct some 

question in the framework  

• Such user-defined requests provide, for example, 

descriptions of the information needed by search 

engine users. 

• Doesn’t IR single-question suit to appropriate data-

object instead of the various sets of data-objects that 

consider the most important item for further 

evaluation?  
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• The appropriate documents are ranked to determine 

the most important document for the particular 

query. This is the main difference between the 

search and the retrieval of information. 

• Submit it to the core of the device after the question. 

This section has access to the contents management 

module, directly linked to the backend i.e., the large 

data object collections. 

• Once the results of the core system are created, some 

GUI returns them to the user. 

The cycle continues and outcomes are changed before the 

user fills up with what he really wants. The following figure 

sketches the processing of textual queries performed by an IR 

system. 

Figure 1: Information Retrieval System Process 

This paper is organized as follows. Section 2 and 3 offer a 

brief introduction to IR models, including Boolean, VSM and 

Probabilistic. In Section 4 and 5, indexing and searching 

techniques for these models has be discussed. Section 6 

covers the area where these models are used as commercial 

applications. 

2. IR MODELS 

There are two explanations why information retrieval models 

are available. The first is that models provide direct analysis 

and the basis for scholarly debate. Secondly, models may be 

a guide for implementing an actual retrieval system. The 

specifications of representing the document, representing the 

query and recovery features are given by an IR model [5]. 

The key to IR models might be categorized as boolean, vector 

space and probabilistic models [5] [6]. The remainder section 

is the discussion of these models briefly. 

2.1. Boolean Model 

The Boolean model is solidly grounded in science due to its 

natural utilization of archive sets, which gives an incredible 

method for data recovery. The key drawback of the Boolean 

model is the incapacity to rate documents. For most recovery 

applications, positioning is critical and positioning 

augmentations have been proposed in the Boolean model [7]. 

These augmentations depend on those models that accept the 

requirement aimed at positioning through their beginning 

stage. The Boolean model takes into consideration the 

operations of Boolean algebra including AND (&&), OR (||) 

and NOT (!), for inquiry. In the Boolean model, an archive is 

related with a lot of watchwords. Inquiries are likewise 

articulations of catchphrases isolated by AND (&&), OR (||), 

or NOT (!). The recovery work in stated model treats a record 

as important otherwise insignificant. Figure 2 demonstrates 

some of the problems of the Boolean recovery methods by 

the shaded regions. 

   AANDC  AORB (AORB)AND NOT(AANDC) 

 

Figure 2: Venn Diagram: Boolean Mixtures of Sets 

2.2. Vector Space Model 

Gerard Salton besides his partners, proposed a model that 

depends on Luhn's likeness that takes a more grounded 

hypothetical inspiration [7]. We considered a list and the 

investigation as implanting vectors in a Euclidean space of 

high dimensions where each term is calculated differently. 

The vector space model is finely defined by its attempts to 

identify records by comparing questions with each database 

[6]. In the vector space model (VSM), records in addition to 

question are expressed by way of a vector and the point 

among the two vectors by utilizing the closeness of the cosine 

method. The similarity of Cosine is defined as. 

𝑆𝑖𝑚(𝑑𝑗 , 𝑞) =
𝑑𝑗.𝑞

‖𝑑𝑗‖.‖𝑞‖
=

∑ 𝑤𝑖,𝑗𝑤𝑖,,𝑞
𝑁
𝑖=1

√∑ 𝑤𝑖
2 ,𝑗.𝑁

𝑖=1 √∑ 𝑤𝑖
2,𝑞𝑁

𝑖=1

        (1) 

Where vectors are records and inquiries. 

dj=(w1j,w2j, …… , wtj) q = (w1q,w2q, …… , wtq) 

The vector space model presents the term weight plan studied 

through idf weighting. These loads need a term recurrence (tf) 

factor, which estimates the recurrence of an event of archive 

or inquiry. A backwards record recurrence (idf) factor 

estimates the converse of the quantity of reports that 

encompass a question or else archive-term. 

2.3. Probabilistic Model 

Though Maron and Kuhns presented positioning via the 

likelihood of significance, it was Stephen Robertson who 

transformed the thought hooked on a guideline. He figured 

the likelihood positioning rule, which he credited towards 

William Cooper, equally pursued by Robertson in 1977 [8]. 

For the probabilistic model, the most important standard is its 

attempt to identify reports by their probability of pertinence. 

Records and questions are answered by vectors ~d and ~q, 

each part of the vector indicating whether a record property 

or word exists in the archive or inquiry. Rather than 

probabilities, the probabilistic model uses chances O(R), 



 

 

Where O(R)=P(R)/1-P(R), R implies ‟document is relevant” 

and �̅� implies ‟document isn't relevant”. 

For the determination about the significance of documents 

with respect to a query, both these models use statistical 

information in the form of term frequencies while they vary 

in the way they use the word frequencies. A brief comparison 

of VSM and probabilistic models is presented here in Table I 

along with their motivation, goals, and issues. 

Table 1. Parametric Comparison of IR Models 

Parameters 

Information Retrieval Classical Models 

Boolean 

Model 

VSM Probability 

Model 

Orientation Query 

oriented, and 

work on 

extract match 

Partial match  Partial match 

Elementary 

method 

Conventional Non 

conventional 

Non 

conventional  

Optimum Performance 

is not prime 

Performance 

is optimal 

Performance 

is provided 

to be optimal 

Set Theory Weights 

binary, 

Extended 

boolean case 

based, Fuzzy 

set,  

Vector space, 

Neural 

networks 

Generalized 

vector space, 

Latent 

semantic 

indexing,  

Probabilistic, 

Inference 

Network, 

Belief 

network  

3. TYPES OF PROBABILITY MODELS 

3.1. Principle of Probability Rank Model (PRP) 

The probabilistic retrieval model is built on the probability 

classification theorem, which says that the document retrieval 

system based on its likelihood of relevance to the query, will 

evaluate the documents in the light of all the available data 

[9]. The theory considers that there is confusion regarding the 

need for information and documentation. The probabilistic 

methods of retrieval can use a range of data sources and the 

most common method is the statistically relevant and non-

relevant distribution of words.  

By assuming the independence between the query terms 

the model will be: 

log(𝑝(𝑅𝑒𝑙|𝑑, 𝑞)) = ∑ log
𝑝(𝑡|𝑅𝑒𝑙). 𝑝(𝑡̅)(𝑅𝑒𝑙̅̅̅̅̅)

𝑝(𝑡|𝑅𝑒𝑙̅̅̅̅̅. 𝑝(𝑡̅|𝑅𝑒𝑙)
𝑡∈𝑞

 

In this probability p(Rel|d,q), Rel symbolizes the event of a 

document d existence relevant to a query q.  

3.2. The Binary Independence Retrieval Model 

The vital principle of the classic approach to probabilistic 

information retrieval is a relatively modest model i.e., the so-

called BIR. In all the following sections, precise assumptions 

underlying this model are discussed. 

In the BIR model, we need to measure the likelihood for a 
given document as in most other possibly IR models. The 𝑑𝑚  
unique query is tested with respect to a specific question 𝑞𝑘. 
The estimation of this probability is 𝑝(𝑅|𝑑𝑚, 𝑞𝑘) . The 
underlying principle is that words are differently distributed 
in related and non-related documents. This theory is called 
the hypothesis of clusters. Let 𝑇 = {𝑡1, … , 𝑡𝑛} distinguish the 
set words. Then we can represent the set of terms 𝑑𝑚

𝑇  
occurring in document 𝑑𝑚 as a binary vector x=x1…..xn with 
xt = 1, if 𝑡𝑖 ∈ 𝑑𝑚

𝑇   and xt = 0 otherwise. We used two 
transformations, also used for deriving probabilistic IR 
models, to establish a formula for this probability [10]: 

 

• Bayes' theorem test (in the form 𝑃(𝑎|𝑏) =

𝑃(
𝑏|𝑎)𝑃(𝑎)

𝑃(𝑏)
) 

• Use probability rather than odds where 𝑂(𝑦) =
𝑃(𝑦)

𝑃(�̅�)
= 𝑃(𝑦)/[1 − 𝑃(𝑦)] 

This helps us to measure the chances of a binary vector x data 

that is important for the question query 𝑞𝑘 as  

𝑂(𝑅|𝑞𝑘, 𝑥) =
𝑃(𝑅|𝑞𝑘, 𝑥)

𝑃(�̅�|𝑞𝑘, 𝑥)
=

𝑃(𝑅|𝑞𝑘)

𝑃(�̅�|𝑞𝑘)
.
𝑃(𝑥|𝑅𝑞𝑘)

𝑃(𝑥|�̅�𝑞𝑘)
 

3.3. The 2-Poisson Model 

There is a specific model relating to the representational 

essentials. It is affecting pattern of 2-Poisson. Another 

methodology, like the index model, attempts to determine 

whether or not an index word is intended for a document [11]. 

For a specific word, there are two types of documents. The 

number of incidences 𝑡𝑓𝑡𝑚 of the term 𝑡𝑡 inside the document 

𝑑𝑚 is observed with the assumption of distribution in the two 

document groups of this function as different. For a specific 

document class 𝑘𝑖𝑗 , 𝜇𝑖𝑗  is the expectation of 𝑡𝑡  with the 

probability that a document contains 𝑙  occurrences as 

follows. 

𝑃(𝑡𝑓𝑡𝑚 = 𝑙|𝑑𝑚𝜖𝑘𝑖𝑗) =
𝜇𝑖𝑗

𝑡

𝑙!
𝑒−𝜇𝑖𝑗  

Two document classes 𝑘𝑡1and 𝑘𝑡2for each term are there, so 

𝜋𝑡1 + 𝜋𝑡1 = 1 in the 2-Poisson model. The probabilistic 

index term weighs 𝑃(𝑑𝑚 ∈ 𝑘𝑖𝑗|𝑡𝑓𝑡𝑚 = 1 ), which can be 

derived. The parameters 𝜋𝑖𝑗  and 𝜇𝑖𝑗 can be estimated without 

feedback information from the document collection [12]. 

3.4. Bayesian Inference Netwrok  

If IR is considered an unsafe inference, the structure of 

document-to-quest comparisons is more complicated than the 

relevant model.  

Historical recovery is seen in this model as a guessing 

process in an induction [13]. The majority can be conducted 

according to this model using IR frameworks. In simpler 

implementation, a document installs a term of a certain 

standard and credit is granted to find out what can be 

compared to a statistical value for the archive in specific 

words. Since an operational viewpoint, the instantiation 



 

 

quality can be considered as the heaviness of the word in 

the study, and the positioning of the archive (within a less 

demanding model) ends up as positioning in the vector 

space model and probabilistic models. The quality of a 

recording term instantiation does not depend on the layout, 

and any method can be used. 

Document node, query or definition may accept the true or 

false value of each node. We presume contrary to the 

models that there are two types of concepts, namely 𝑡𝑡 and 

query concepts 𝑟𝑡 . The network's centered arcs reflect 

probabilistic node dependency. A node's likelihood 

depends only on its parentage values. This relation must be 

established in the node as a function., The document node 

is set to' true' to estimate the probability of 𝑃(𝑑 → 𝑞)and 

then the probabilities of the nodes are determined before 

P(q= true) is obtained. According to the node's combination 

feature, the inference network can involve multiple nodes, 

such as boolean links and probabilistic correlationsas in 

different models [14]. Suppose the idea of representation is 

a clear example 𝑟1  is 'IR' which is defined as an OR-

combination of the two document concepts (terms) 𝑡1  = 

'information retrieval' an 𝑡2  = 'document retrieval'. Then 

the probability of 𝑟1  being true can be computed by the 

function 𝑃 = (𝑟1 = 𝑡𝑟𝑢𝑒) = 1 − (1 − 𝑃 = (𝑡1 =
𝑡𝑟𝑢𝑒))(1 − 𝑃(𝑡2 = 𝑡𝑟𝑢𝑒) 

This method provides certain benefits as compared to the 

model of interest, as the maximum probabilistic IR models 

can be transformed into a network of inferences. Unlike 

these, the network method does not allow a closed 

probabilistic formula to be extracted, and hence uses more 

dynamic interdependencies. The network methodology 

allows multiple pieces of evidence to be integrated. For 

example, data on text similarities and information from 

external sources such as a thesaurus may be considered. 

The Boolean model is based on set theories and is 

represented as Boolean form. In contrast to Boolean, the 

vector space queries and documents are represented as 

vectors in a certain dimension spacehere dimensions are the 

most similar terms, and the report is found in space [15]. 

The probabilistic approach assumes that each question 

receives an ideal response and is guided by partial matching 

using the non-conventional methods and tests. 

Table 2. Comparison of Different IR Models over specific Criterion 

Criterion  Boolean Models Vector Space Model Probabilistic Models  

Query 

Matching 

Query-oriented, exact 

match 

Partial match Partial match 

Basic 

Approach 

Conventional Non-conventional Non-conventional 

Recall All or No document 

retrieved due to perfect 

match only 

Due to 'partial matches' and term 

weight, higher recall rate than 

the Boolean model. Ever not 

possible to find out the weights 

of words in changing repository, 

the recall rate may be negative. 

Better recall other two approaches  

Precision All or No document 

retrieved  

Retrieved documents depends 

on terms weight w.r.t other 

documents & query 

Retrieved document based on the 

likelihood of a phrase appearing 

in a single document versus the 

same term appearing across the 

whole corpus 

Working  It processes queries 

as Boolean statements 

processed 

Uses indexed weights and partial 

matching. 

Used the optimum set of 

probabilistic index words. 

Representation Binary weights Weighted Index terms  Binary weights. Text classified as 

either belonging to ideal set or 

being irrelevant. 

Type of 

Information 

Semantic information not 

observed  

Semantic information's observed 

during retrieval  

Semantic information's observed 

during retrieval 

Word 

Contingency 

Not provided the number 

of word occurrence   

Have info regarding No. of word 

occurrence  

Word occurrence info available in 

matrix  

Output Strict match  Best match  Best match 

Pros and cons It’s  simple but in some 

cases  not ranked the 

documents 

Easy to understand but more 

complex than binary Model 

Not restricted to words only since 

it replaces ‘keywords’ by 

‘concepts’ but most complex 

model 



 

 

In above Table II, a comparison is presented for all 

three types of models on some specific criterions. 

According to these comparisons, we have seen that 

each of the 3 information retrieval models has its 

own pros and cons. The Boolean model works 

on accurate match, but it does not provide an answer 

when the user is unsure of what he wants to retrieve. 

Similarly, the VSM and the probabilistic model both 

have their own unique method of achieving partial 

matching in data acquisition [16].   

It's an important element of search engines to offer 

a diversity of outcomes results to users because it is 

impossible to determine the user's specific intent all 

at once. The idea that the browser are not built in an 

orderly form and is currently not well-ordered is 

often stressed by researchers [17]. 

4. INDEXING TECHNIQUES 

Some common techniques for indexing knowledge 

recovery, including reversed indices and signature 

files are available. 

4.1. Signature Files 

Each document gives a bit ("signature") of a 

signature file method by hacking its words and 

coding overlaid. The results of the paper signatures 

are stored sequentially in the separate section 

called the Signature Log [18]. 

4.2. Inversion Indexes 

The list of keywords defining the document content 

for recovery purposes that be described in each 

document [19]. Quick recovery is possible if we 

reverse these keywords. Keywords can be saved, for 

example alphabetically.  

We maintain a list of indicators on the eligible 

documents in each keyword's postings file and in the 

index file. Nearly all commercial systems follow this 

approach. 

5. SEARCHING TECHNIQUES 

Present are many searching algorithms, including 

linear search, brute force search, binary search, 

and several more: 

5.1. Linear Search 

A method is used to put in a linear search algorithm 

that regulates all items of the list, by one sequence, 

and locates list or sequence-unique feature or 

keyword. Linear search is the most simple search 

algorithm. The slow search speed in the ordered list 

is one of most important drawbacks. This search is 

often known as sequential search. 

5.2. Brute force 

Brute force exploration is an overall problem-

solving technology consisting of listing with all 

potential solution candidates and checking whether 

any candidate meets the requirement of the problem. 

Gross force algorithm is simple to use and always 

seeks a solution if it is necessary. 

5.3. Binary Search  

Binary search algorithm identifies the element's key 

match. A matching item is identified, which returns its 

index or location. Else if search key is smaller than the 

mid-element value, the algorithm replicates its 

function in the left-hand mid-element sub-array or 

similarly, in the right sub-array when the value of the 

search is greater. If the remaining list is empty, it 

cannot locate the key and a special "not found" sign is 

returned. 

6. AREAS OF IR APPLICATIONS 

As established, retrieving information used to be an 

activity involving only a few people: bibliographers, 

paralegals and similar skilled investigators. The world 

has changed, and hundreds of millions of people use 

the online search enginto find information each day 

[20]. The extraction of information is rapidly 

becoming the dominant method of accessing 

information. IR is also used in many NLP 

technologies for the extraction of textual data like 

tweets, written in different languages and other 

variety of jobs in health monitoring systems [21] 

[22] [23]. Specific knowledge recovery system 

implementations are as follows: 

6.1. Digital Library  

A library is digital when digitally compiled 

assortments are stored and accessible to computer. 

The digital content can be locally deposited 

otherwise accessed by computer networks 

remotely. A digital library is programed for 

accessing info [24]. 

6.2. Search Engines 

Some of the furthermost common requests’ 

techniques of information retrieval in large text 

sets are search engine. The finest known cases are 

online search engines, but there are also other 

searches, such as: desktop search, social search, 

federated search, mobile search, and enterprise 

search [25]. 

6.3. Media Search  

A file recovery program is a computer system that 

uses a large digital archive to access, scan and 

retrieve images [26]. 

6.4. Information Filtering System 

A filtering system is a system which removes 

redundant or unnecessary information through an 

(semi) automated or computerized method from an 

information stream before presentation to a 

person. Its key goal is to control information 

overload andmprove the semantic signal to noise 

ratio [27]. In order to do so, the user profile is 

compared with other comparison features. The 

information element (content-based approach) or 



 

 

the user's social environment (collaborative 

approach to filtering) can give these characteristics 

a source. 

6.5. Geographic Information Retrieval  

Recovery of geographical information (GIR) 

improves the retrieval of geographical 

information. GIR seeks to answer textual 

questions, such as "Which war was waged in 

Greece?" and "restaurants in Beirut." The text 

indexing and interpretation are usually 

distinguished from geographical indexing in GIR. 

GIR [28] is a key component in the seminary 

similarity and disambiguation of the word-sense 

system. 

6.6. Legal Information Retrieval 

Recovery of legal knowledge is the science of 

retrieval relates to law, including law, case law, and 

scholarly research. It is necessary to provide laymen 

and legal professionals with appropriate legal 

knowledge to gain access to the law. Due to the huge 

and increasingly growing number of legal 

documents accessible by electronic means, has 

increased its value [29]. 

7. CONCLUSION 

It is summarized that  the collection of information 

about search and retrieval methods from record 

collection. This survey addresses the basics of the 

retrieval of information. We describe the information 

collection method with its simple measurements. We 

explored conventional information retrieval modeling 

along with various search techniques, indexing 

procedures and the IR applications 
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