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ABSTRACT 

The objective of this paper is to utilize deep learning technology to develop an intelligent digital twin for the 

operational support of a human-robot assembly station. Digital twin, as a virtual portrayal, is used to design, 

simulate, and optimize the complexity of the assembly system. For testing purposes, a convolutional neural network 

(CNN) is integrated with a digital twin. It is used for the application of a collaborative robot for an assembly 

application. Collaborative robots are a new form of industrial robots that are safe for humans and can work 

alongside humans and have received ample attraction in recent years for automation of simple to complex tasks. 
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1. INTRODUCTION 

Assembly accounts for a considerable proportion of 

production activities [1]. It is the integration of parts 

and components into working products for end-users. 

It has often been difficult to use automation solutions 

in assembly lines because assembly often involves 

handling of large number and variety of parts [2]. Also, 

with different product variants, the shape, design, and 

joining process vary, contributing to the total 

complexity of the process. And therefore, assembly is 

often considered a difficult process for automation [3]. 

An example of this is smartphone assembly, where 

different variants require the products to be assembled 

manually.  

As a result, 90% of smartphone assembly is manual. 

The result of manual assembly is that human workers 

must repeatedly perform repetitive and boring tasks, 

unhealthy and unsafe postures, many errors, and 

defective products (the defective products are 

discovered late during production and require costly 

rework). 

It is also aligned with the Lean manufacturing 

viewpoint, which has been dominant in the 

manufacturing landscape since the 1950s. Lean 

automation emphasis avoiding wastes and close 

integration of humans in the production process.  Lean 

manufacturing also highlights a concept of hybrid 

automation by merging human flexibility and machine 

efficiency [4]. However, conventionally it was 

difficult to achieve as conventional robots were unsafe 

for humans and were placed in close fencing in 

factories. 

Telecommunications companies have grown 

considerably when customers play a crucial role in 

ensuring consistent returns and thus customers are 

solemnly taken into account. The inclination of clients 

to go towards other networks that are desirable varies 

for many reasons such as price, call quality, services 

billing, and network accessibility [4]. 

The new generation of industrial robots are safe for 

humans and are light weighted. They can be used to 

introduce flexible human-robot assembly stations. 

 

Figure 1: An example of Samsung phones with various 

variants and frequent new models 

Due to frequent changes, the design, development, and 

operation of human-robot assembly systems require 

new and innovative approaches for design and 

validation. There are difficulties in several phases of 
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the production framework plan, improvement, and 

activity, for example, to structure the human-robot 

communication (HRC) framework, protection analysis 

of the collaborating human, collision detection, robot 

programming, and managing this as often as possible 

at whatever point a change is experienced in 

production parameters. (such as a new batch of 

production).   

However, in assembly, as already said, the complexity 

is high and new methods of design and control of these 

human-robot systems are needed [5]. The digital twin 

is a new concept of designing and controlling a 

complex physical system from digital simulation[6].  

However, the idea of integrating artificial intelligence 

into a simulation-based digital twin is new and 

exciting for the manufacturing community. The 

example used to validate the study is LEGO 

construction bricks. 

2. LITERATURE REVIEW 

2.1. Technologies to Explore 

The main aim is to simulate in parallel but running 

faster than the real system. A nonconformity from the 

real system can initiate the solution to the multifaceted 

system. This project enables us to explore the 

following technologies [7-8]: 

TABLE 1. Technologies to explore 

The LEGO classification model built through deep 

learning uses a convolutional neural network based on 

Windows. A digital twin of a collaborative robot can 

be developed in Techniques used for Preprocessing 

software, which is also Windows operating system. 

The interaction between human-robot, which can be 

exploited as a virtual robot controller, is based on the 

Linux operating system. 

 

2.2. Convolutional Neural Network 

The science of convolutional neural networks is used 

to classify images of data set, which is an extended 

branch of deep learning, relevant for its application in 

image recognition and classification of imagery data 

sets [7]. The usability of already presented engineering 

practices has appeared to be validated because 

structuring a CNN design may become a tiring and 

hectic task. Accordingly, unique existing systems were 

tried to locate the best reasonable [8]. The attractive 

element of CNN is its ability to misuse spatial or 

transitory information relationships. The geography of 

CNN is divided into several phases in which 

convolutions, non-direct handling units, and sub-

examining layers are combined. 

2.3. Techniques Used for Preprocessing 

Different libraries give usefulness to play out this 

assignment. Various calculations are applied to the 

image-based data set by using these libraries, thus 

improving the readability of auxiliary data. The 

techniques used in this study are presented in the 

following [9]: 

i. Data Augmentation  

ii. Rescaling of Images 
 

3. PROPOSED METHODOLOGY  

3.1. Data Set 

LEGO data is obtained from the Kaggle, which is 

open-source data. There are 6379 RGBA images of 

size 200,200 pixels. Images are distributed into 16 

classes. 

Figure 2: Images of the Dataset 
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3.2 Model Architecture 

 

Figure 3: Trainable parameters 

Several architectures are defined/ introduced in a 

convolutional neural network like Lenet, VGG, 

Google net, etc. For this study, I used Residual 

network (ResNet), an award winner in 2015 [9]. By 

using ResNet we were able to train a model of layers 

of 150 plus. Before this, it was hard to train a model of 

such a number of layers because of a vanishing 

gradient that at some point was unable to train the 

model.  

In ResNet, it is possible because of the skip 

connections between the hidden layers of the model 

[10]. The ResNet50 model was used for training, 

which is based on CNN and SVM Classifiers for 

feature extracting from the dataset. [11].  

A sequential model is designed and used for the 

recognition of Lego pieces. The model is the 4 Conv 

layers model. The kernel size of 3 is used in the model, 

whereas the stride and significant labor are still needed 

when a solution to the maxpool size is equal to 2, and 

with this, the padding is equal to valid.  

In the CNN model, the parameters of a neural network 

are the weights of the connections of the neurons 

among the layers. In this case, these parameters are 

learned during the training stage. Total trainable 

parameters available in the model are 1,190,192, 

whereas the non-trainable parameters are zero. 

 

Figure 4: Accuracy Result 

After training data at 10 epochs model can give an 

accuracy of 92.3 percent and at the testing data set the 

model give an accuracy of 95.78 percent. 

3.3. Collaborative Robots  

Collaborative robots are a new advanced form of 

industrial robots that are harmless for humans and can 

work together with humans. Collaborative robot's 

conception was introduced as an intelligent assist 

device to support and help human workers[9]. The 

robot as a supporting device was able to manipulate 

objects that were ergonomically challenging for  

Figure 5: Various off-the-shelf collaborative robots 

human workers. The unique or differentiating features 

of collaborative robots compared to classical industrial 

robots are their ability to safely interact with fellow 

humans[10]. Although the concept of collaborative 

robots has been explored in various domains (Figure) 

such as hospitals, hotels, operation theaters but an 

ample attraction is received from the manufacturing 

community. When used in manufacturing processes, 

the benefits of collaborative robots are expected to be 

increased productivity, improved ergonomics, and 

increased quality of the produced products. 



 

 

While the application of cobot in most industrial 

applications is still difficult to be described as 

collaborative.  

Figure 6: A human-friendly robot used in a hospital 

(Google search) 

The resulting applications often do not generate much 

value in terms of flexibility and productivity, while 

their interaction with humans remains in question [3]. 

4. RESULTS AND DISCUSSION 

4.1. Simulation and Digital Twin 

 

Figure 7: Stimulation Model 

It is the digital and dynamic counterpart of the physical 

system and is created in Tecnomatix software. It is a 

3-dimensional accurate model of all the elements of 

the physical system [15].  

The 3D elements or geometrical elements are created 

in SolidWorks software and are then imported into the 

Tecnomatix software. Tecnomatix software imports 

JT (Jupiter Tessellation) format, a Computer-Aided 

Design (CAD) data format for data integration 

between different CAD platforms. 

The evaluation is done manually in DT-Design. 

However, the DT-Execution synchronizes real-world 

data with the DT and may automate the evaluation 

cycle [13-14]. 

Significant labor is still needed when a solution to the 

given topic is developed and presented before it can be 

implemented to the human user. 

 

4.2. Tecnomatix Process Simulate 

After classifying the model through a convolutional 

neural network. The next phase was to create the 

simulation of the assembly station in software. The 

software used for the purpose of the simulation was 

Tecnomatix Process Simulate by Siemens. 

Tecnomatix is a comprehensive process modeling 

software in the PLM package of SIEMENS. The 

software can model robotic actions, human digital 

modeling, and production tasks in an integrated 

environment [16]. Various types of industrial robots 

can be modeled in the software given their torque and 

speed limits at various degrees of freedom (DOF). 

4.3. Data Connected Simulation (The Digital 

Twin Model) 

Figure 8: The 3-dimensional simulation mode 

It is the digital and dynamic counterpart of the physical 

system and is created in Tecnomatix software. It is a 

3-dimensional accurate model of all the elements of 

the physical system[12]. The 3D elements or 

geometrical elements are created in SolidWorks 

software and are then imported into the Tecnomatix 

software. Tecnomatix software imports JT (Jupiter 

Tessellation) format, a Computer-Aided Design 

(CAD) data format for data integration between 

different CAD platforms[17]. 

4.4. Test and Analysis 

The results achieved in the machine learning stage are 

then integrated with the simulation model. The 

simulation is able to import data from CSV 

spreadsheets and designates the data corresponding to 

the behavior of the objects in the simulation. The 

digital twin is inter-connected in real-time with the 

actual physical system during its working for behavior 

analysis and performance optimization. Still, human 

effort is needed to simulate the problem, and it is 

checked before the practical implementation of the 

assembly process. 



 

 

After creating the digital twin of the cobot in the 

Tecnomatix, the next phase is the robot's 

programming. It still requires substantial time 

compared to traditional industrial robots. Cobots have 

much easier programming interfaces, but it still needs 

substantial time (2 to 3 days), which is not practical to 

industrial applications. The digital twin is used to 

create robot program (Figure 19) codes as per the 

defined assembly sequence and identified LEGO 

bricks. Once the programing is generated in the digital 

twin environment, it is tested in the virtual space and 

after this, the programing is transferred to the real 

robot to start the assembly process of the LEGO 

pieces. 

4.5. Application of Study 

Up to know the robots used in industries for different 

purposes and industries are producing batches of 

production. And for the changeover, the robot has to 

be programmed again according to the new 

components, which a lot of time and human effort. 

This study can be much helpful for industrial 

applications like designing, process optimization, and 

assembly.  Due to intelligent digital twin, the robots 

will become more powerful in decision-taking for 

different tasks, with this the integration of robots in the 

industry will become fast. In the case of intelligent 

digital twins, less amount of programming will be 

needed, especially in collaborative robots.  The study 

will enable to produce verity-oriented production. The 

learnings and techniques of this study can be extended 

to the future study of the safety of humans when 

working with robots, as this study also shows that due 

to the safety of humans’ cobots run at slow speed, and 

because of this, it’s taking more time for performing 

the task than the manual process. 

5. CONCLUSION AND FUTURE WORK 

After doing work on this study, I was able to achieve 

my objectives. I trained and obtained a high accuracy 

model for the classification of Lego pieces which is 

almost 96 percent. It was possible because of only 

choosing the right hyper-parameters and the accurate 

architecture of the model.  

In the wake of making the model and getting the 

outcomes, the model can be adjusted by changing the 

number of layers, hyper-boundaries of the layers, thick 

layer, and the dropout. By altering the model, the 

model can all the more likely be prepared on account 

of these better outcomes and precision can be 

accomplished.  

However, the degree of the economic and 

demographic element might differ from the factor of 

achievement. In this example, twin model simulation, 

deep learning, and AI resulted in a better variance [18-

19]. By expanding the information or classes in the 

informational index the utilization of the model can be 

augmented or expanded. With this, it very well may be 

used can motivations behind reenactment, so machines 

figure out how to perceive the bits of Lego pieces.  

One thought is that we can utilize move learning. 

Using a pre-prepared AI model is called transfer 

learning. The hidden thought behind transfer learning 

is that one takes an all-around prepared model from 

one informational collection or space and applies it to 

another one.  

By using simulation in the Tecnomatix software, I 

developed the digital twin of the collaborative robot. 

The CNN model of classification is programmed into 

the software, by doing this I was able to develop the 

cobot paths. According to task, programming may take 

days or weeks after completing the programing, which 

was time-consuming and tedious work [20-21]. I 

tested the programing in the virtual space and the 

digital twin of the cobot started the assembly process 

of Lego pieces. After successful testing of the digital 

twin, information of the digital twin is transferred to 

the physical or tangible cobot to start the assembly. 

Thus I was able to make digital twin intelligent with 

the help of deep learning. 

Figure 9: Robot program generated form the digital 

twin 



 

 

 

Figure 10: Time consumed by cobot as compared to 

manual assembly 

During the assembly of Lego pieces by cobot, it is 

observed that the robot is taking more time than the 

manual assembly process. It is only because the robot 

is operated at a slow speed for the safety of humans. 

And it is also a delimitation and future research option 

to how to make robots safe for humans and thus 

operate robots at high speed. 
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