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1. Introduction

I n  c o m p u t i n g  e n v i r o n m e n t s  l i k e 
telecommunication and networks field, a line 
coding which is also known as digital baseband, 
the modulation is selected to be used in digital 
communication and transmission environment 
for a purpose of baseband transmission. There 
are various line coding algorithms that are 
widely used for digital data transmission in 
which binary data in the form of one (1) and zero 
(0), is represented in various digital signaling 
formats. The same is the case in Pulse Code 
Modulation signaling [2, 6]. In every encoding 
method, binary data is sent using a number of 
rectangular-shaped pulses. The decision of what 
size of pulses should be used to represent the 
binary bits one (1) and zero (0) is normally made 
on the ground realities using the following 
considerations i.e. whether DC level is present 
or absent, efficiency of bandwidth, level of 
transparency, is it easy to recover clock signal 
and availability of error detection characteristics 

[2, 6]. There are many line codes available right 
now, the most popular line codes which are in 
use worldwide are named as unipolar encoding, 
polar encoding, bipolar encoding, Manchester 
encoding and differential Manchester encoding. 
Brief and precise introduction of popular codes 
are written as below. 

1.1 Unipolar Encoding: 

 In the unipolar line coding, binary bit one 
(1) is shown by an upward positive voltage, and 
a binary zero (0) is represented by a horizontal 
line showing zero voltage level. This line coding 
is the simplest technique. Another name of this 
technique is on-off keying, termed as OOK, and 
also known as NRZ (nonreturn to zero) scheme. 
This coding method is preferred when one 
symbol is sent much more often as compared to 
the other. However, this coding technique has 
some deficiencies as well which are, it is not 
self-clocking and normalized power is double as 
compared to the polar NRZ. Therefore, in 
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present days, unipolar encoding is not used in the 
data communication networks field [1].

1.2 Polar Encoding: 

 The polar encoding uses two levels; 
these levels are either known as polarity or 
amplitude. It is categorized into three types i.e. 
NRZ (not return to zero), RZ (return to zero) and 
biphase. Binary number 1 is represented by the 
positive voltage level while binary 0 is 
represented by the negative voltage level [1].

1.3 Bipolar Encoding:

 Bipolar encoding is a type of RZ line 
coding, in which we use two non zero values, so 
the three values are plus (+), minus (-) and zero 
(0). Bipolar signaling is often called a duobinary 
signal. Binary bit 1 is represented by positive 
voltage and then negative voltage while binary 
bit 0 is represented by a constant zero value. One 
of the various benefits of bipolar encoding 
scheme over unipolar is error detection. The 
term pseudoternary also belongs to bipolar 
signaling, it refers to the use of three encoded 
signal levels to represent two-level binary data. 
Another name is alternate mark inversion [1, 7].

1.4 Manchester Encoding:

 Manchester encoding is a subtype of 
po la r  b iphase  d ig i t a l  cod ing .  In  t he 
telecommunication field, Manchester encoding 
is a type of digital encoding in which binary one 
(1) is represented by a positive half voltage level 
then represented by a negative voltage level. 
Similarly, binary bit (0) is represented by a 
negative half voltage followed by a positive half 
voltage level. This line coding technique is 
different than others in which a bit is represented 
by +5 volts high state and low state is 
represented by 0 volts [5, 8]. 

1.5 Differential Manchester Encoding: 

 This encoding scheme is also a subtype 
of polar biphase encoding. It is the technique in 
which data and clock signals have been 
combined together to form a single level 2 data 
stream. To indicate the logical values, presence 
or absence of transitions are used in this method. 
Synchronization is much easier in this method as 
compared to other encoding methods because 
the only polarity at the receiver side matters, 

whether polarity received is the same or 
different from the previous value. It doesn’t 
matter what logical value is reaching at the 
receiver side. This line code method is known by 
many names like Biphase Mark Code, 
Frequency Modulation, Aiken Biphase, and 
Conditioned Diphase. In this encoding method, 
it is not necessary to know the polarity of the 
transmitted signal. This encoding method has 
various advantages over already present line 
code methods like it has robust clock recovery, 
detection of transmissions is less error-prone 
and it has zero DC bias. In differential 
Manchester encoding, there are two versions of 
the code, in which one version makes the 
transition for binary bit 0 and no transition for 
binary bit 1, similarly, another version of code 
makes the transition for binary bit 1 and no 
transition for binary bit 0 [6, 9]. Differential 
Manchester NRZ line code has the advantage of 
always having a 0 DC value, it doesn’t matter 
what kind of data sequence will be, most 
importantly it has twice the bandwidth as 
compared to the unipolar NRZ and polar NRZ 
code because the size of pulses is half of the 
width [5].
 The waveforms of different line codes 
are shown in figure 1 below as an example when 
the stream of data bits is (01101001). All 
Waveform shapes are different from each other 
because encoding methods are different in each 
case. Following encoding, techniques are 
applied on the given binary data, i.e. Unipolar 
not return to zero encoding method, polar not 
return to zero encoding method, unipolar return 
to zero encoding method, bipolar return to zero 
encoding method and Manchester encoding 
method [1, 18]. We can easily see that stream of 
bits’ representation in the form of waveform is 
different.
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Fig 1. Signal Representation using
 different encoding techniques



2. STRUCTURE OF PROPOSED 
ENCODING SCHEME

 In our manuscript, we have introduced a 
unique and different line code technique that can 
be used to transmit two codes in parallel at the 
same time using the same bit interval of the one-
bit period. And particularly in this section, we 
have tried to show the structure of the proposed 
new l ine  cod ing  t echn ique  based  on 
distinguishing features. However, conventional 
line code techniques only have the tendency to 
send one code per bit, which is more time taking 
and most error-prone [3].

2.1. Shapes of Signal using New Line Code

 In this manuscript, we have shown how 
parallel transmission can be done using a new 
method. We take two bits from two separate 
codes i.e. the first bit is taken from the first line 
code and the second bit is taken from another 
line code. By this coding strategy, we will have 
four combinations of data bits that are to be 
transmitted.
 Let’s suppose we have 2- bits input 
whose combinations are (00), (01), (10) and 
(11).
 Now if we want to show the above bits by 
using our proposed line coding scheme, it will be 
represen ted  in  a  d i ffe ren t  way.  Th i s 
representation will be done as follows.

Table No. 1. Data Signals using New Line 
Coding

 By looking at the above table we can 
observe the shapes of the signals after they have 
used new line encoding. The signal is having 
unique characteristics that are described in 
bullets below.

• When the data bits are (01), the 0 bit is 
shown by the horizontal line and the 1 bit is 
shown by negative pulse downwards.

• When the data bits are (10), the 1 bit is 
shown by a positive pulse upwards and bit 0 is 
shown by the horizontal line.

• When the data bits are (00), the first zero 

is shown by a negative amplitude pulse and the 
second zero is shown by a positive amplitude 
pulse.
• When the data bits are (11), the first 1 bit 
is shown by positive pulse upwards and the 
second 1 bit is shown by negative pulse 
downwards.

2.2. Transmission Strategy

 We have summarized the transmission 
strategy of our new line code technique. The way 
binary bits are transferred using new line method 
is explained in simple steps.
• Two separate codes will be combined 
together bit by bit in such a way that the first bit 
belongs to the first code and the second bit 
belongs to the second code.

• Represent each and every combination 
of code by its relevant pulse shape and then 
transmit the signal to the receiver side.

Let us take a look at a scenario of transmitting 
two separate codes, which will give a clearer 
idea that how the data is sent using our new line 
encoding technique. Assume the binary codes 
are (01010) and (11000) as an example which we 
want to transmit using new line encoding 
method. Table 2 shows the two different binary 
numbers and its converted new line code data. 
Converted new line data will be transmitted.

Table No. 2. Data encoded using New Line Code

 The signal that will be transmitted using 
new line coding will look like in the following 
shape, which is shown in figure 2. The upper 
wave shows a positive voltage level while the 
lower wave shows a negative voltage level. The 
following waveform can also be verified if we 
take a look at table 1 again.

Fig 2. Waveform after using new line coding
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3. PERFORMANCE OF LINE CODE

 In this section, we have compared our 
proposed new line code based on performance 
with all already existing line codes techniques 
and the parameters we discuss here are self-
synchronization, the density of the power 
spectral and the decoding algorithm used for 
new line coding.

3.1. Self Synchronization

 It is the Line coding technique that will 
make it possible for the receiver to synchronize 
the phase of the signal received. For instance, the 
synchronization of the signal is not done 
according to the needs, then the decoded signal 
will be problematic and not reach to the desired 
optimal differences in terms of the amplitude of 
different digits in line code. Due to this, there 
will be huge chances of error in the received 
signal [15]. Our new line code method is 
different, and possesses a feature that works on a 
technique of one-bit transition, therefore our 
new line code is better than all existing line 
codes. Our new line code method has features 
like self-synchronization which is helpful in 
detecting errors.

3.2.  Relationship of PSD and Normalized 
Frequency

 The power spectral density (PSD) 
function exhibits the strength of energy as a 
function of frequency [6, 16]. It is worthy to note 
that PSD of any line code depends on the shapes 
o f  p u l s e s  a n d  r a t e s  t h a t  h a v e  t o t a l 
correspondence with the digital values. As we 
already know that our proposed new line coding 
technique is a combination of two different 
codes which are Manchester encoding and polar 
RZ encoding. Therefore, the PSD of our 
proposed new line coding will be the average of 
the PSD of two other codes named Manchester 
Encoding and Polar RZ Encoding [17]. Below 
figure number 3 shows the PSD of our proposed 
new line coding technique.
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Fig 3. PSD w.r.t Normalized Frequency

 In figure 4 below, we have shown the 
comparison of the PSD of already existing line 
coding techniques with our proposed new line 
coding technique in the case of parallel data 
transmission. We wanted to be sure whether our 
proposed line encoding technique shows better 
results in terms of PSD, and the below figure 
clearly indicates that New Line Coding's PSD is 
best of all. It can be seen in the below figure that 
our proposed new line coding technique 
outclasses all line code techniques and possesses 
the properties that remaining line coding 
techniques don't have it. For example, new line 
code technique outclasses others in terms of 
smaller DC values and less spectral contents [11, 
12].

Fig 4. PSD Comparison of Various Encoding 
Methods

4. Decoding Algorithm of Proposed New 
Line Code

 The decoding algorithm used in the new 
line code technique is very simple and effective, 
which we have already discussed in previous 
sections. Once the data is encoded at the 
transmitter side, it has to be decoded at the 
receiver side to obtain the real data. Every 
encoding method has its own way of decoding 
the transmitted signal. We have used a different 
way to decode the transmitted signal. Simply, we 
have to use one-line code for one bit and another 
line code for upcoming bit, and then combine 
together. This algorithm is explained in steps as 
follows.

• In the new line scheme, the code of first 
bit always refers to the positive side of the new 
line code while the code of the second bit always 
refers to the negative side of new line code.
• In the new line scheme, the top upper 
side if the user input data is binary bit 1 then the 
positive value will be in the first half of the bit 



period and on remaining half will be negative. 

• In the new line scheme, the lower 
downward side if the user input data is binary bit 
1 then the negative value will be in the second 
half of the bit period and on remaining half will 
be positive.

5. Conclusion

 The new line code technique shown in 
this research paper has shown wonderful 
performance in terms of clock recovery, phase 
spectral density, and bandwidth efficiency. All 
existing conventional line codes have also been 
checked with these parameters and it is clearly 
observed that our proposed new line coding 
technique is far much better than others. None of 
the existing line coding techniques have the 
tendency to send two codes concurrently, but the 
new line code technique can send two codes 
concurrently, which is a huge plus point. By 
doing this one could conserve the bandwidth. In 
a computing environment, it is very necessary 
that we use an efficient encoding technique. The 
new Line coding scheme has many advantages 
over previous encoding techniques. This 
proposed line coding technique scheme will 
contribute a lot to the telecommunication and 
networks field.
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