
build detect faults and error by itself to make 
the task fault free.

There is a technique known as Error 
Correction Code (ECC), which that is used to 
remove transient errors in the path of the 
memory and helps in controlling pipelining. 
This implementation also sorts out the error 
lock that is stuck with the transient errors 
simply by doubling the amount of resources 
being used or the cycles. The locking 
mechanism in COTS multicore processors is 
complex for update and requires more working 
[6].

The power management can be synchronized 
along with the performance in step by step 
cycles. Modular system could be helpful in 
detecting the two redundant processes (DMRs) 
that support only the malfunctioning. Triple 
redundancy module (TMR) [3] provides the 
error tolerant facility in multicore processors. 
A multicore processor in COTS architecture 
requires a costly technology for error detection 

and its tolerance, as for high performance we 
need special compilers for unlimited recovery 
abilities.

2. Organization And Working

COTS multicore processors [11] works on 
Transaction synchronization extension (TSX) 
in a reverse form that is used for error 
tolerance. Its flowchart is shown Fig.1 where 
we can see the dependent systems and then 
they further moves towards the impairments 
which shows that how the system is causing an 
interrupt. Means of system shows that are 
where it is hardware error or software error as 
for hardware error we need to reconstruct the 
system again from where it is causing damage 
and for software error we need to validate the 
software or code which is error prone. COTS 
Multicore processor needs several attributes to 
fulfill the requirements of the system and these 
overall working leads to a system that is fault 
free, faultless and tolerant. See Fig.1.

testing is done to regulate the instruction show 
flow. Designing is one of the most important 
thing to be created when we have to work on 
multicore processors, so this is a complex 
phase to be done. 

For checking the hardware design like in multi 
core processors we check whether the 
processors are correctly connected or how they 
can work properly without causing any kind of 
fault [3].

5. Architecture 0f Cots Multicore 
Processors

This is architecture of COTS multicore 
processor, in which there are Processing 
Elements (PE) that implements the front end 
digital filtering using COTS FIR one of the 
filtering application. The PEs form direct link 
with Internet Protocols using interconnection 
network, and a single chip memory for 
temporary storage and one of the internet 
protocol has Built-in Self-Test (BIST) for 
testing the incoming data.

3. Fault Avoidance Or Prevention

System requirements and specification are the 
important factors during the construction along 
with the design models that makes them 
reusable for implementing the formal methods. 
Each COTS multicore processor is built upon 
certain specifications that make, them efficient 
from other systems and along with this it 
should be fault tolerant [10].

3.1. System requirements specification

For the hardware and software system, we 
need to build a set up that is complete of all the 
required means. It should be free of any kind of 
systematic and logical error. Software setup 
should be in a way that maintains a correct 
communication between software engineer 
and a system. Hardware system [11] should 
complete communications while considering 
means of the hardware, technical, mechanical 
and electrical engineering ways. System that 
fulfills all the requirements forms a desired 
system for the user as well as for the firms. 

3.2. Formal methods

Formal methods have been taken into account 
for both hardware and software forms. In 
hardware form these methods help to construct 
a complete system which is dependable. 
Software form is used to maintain the entire 
task whether mathematical or coding and most 
importantly the usage of set of instructions.

These formal methods are used generally for 
small system as COTS multicore processor is a 
huge one so the developers don’t make the use 
of this system anymore, they undergoes some 

of the fault removal techniques for building up 
a system [11].

4. Fault Removal

Fault removal techniques are dependent 
enhancing techniques that work on two basic 
agendas verification and validation. These 
techniques improve software and hardware 
dependability by detecting existing faults, 
using verification and validation (V&V) 
methods, and eliminating the detected faults. 
Fault removal techniques contribute to system 
dependability using testing, formal inspection, 
and formal design proofs [9].

4.1. Testing

This phase is the basic form of getting COTS 
multiprocessor system of testing all the 
requirements that are needed for its 
construction to be working well and then 
setting them and checking out the connection 
they are forming is correct or not [12].

4.2. Inspection

Inspection is very important factor in fault 
removing this is done by the companies that 
want to make system error free and need their 
system to work and flourish well. In this phase 
small groups of people are form which inspects 
the work of their perspective region which is 
being provided to them and they test out all the 
parts and making the system fault-free [7].

4.3. Design

These are related to the formal method that is 
discussed earlier. This is a phase in which 

processors that would be strong enough to not 
cause any kind of damage as for making 
system fault-tolerant in hardware form some 
vendors may use hot-swappable disk when 
there is a risk of disk-failure [1].

7. Approach

7.1. Software centric

The software centric [D.J.Sorin] approach as 
have application and libraries that can cause 
faults, that could be detected by using Sphere 
of Replication (SoR). We can detect that they 
are faulty. Here we uses a technique Process 
Level Redundancy (PLR) [8] which makes the 
software redundant as we have the backup 
available for such fault causing software 
application and libraries.

Fig. 5. Software Centric
 
7.3. Hardware centric 

In hardware centric we have approves, faults in 
the hardware level basically in the processors. 
These faults can be detected by Sphere of 
Replication (SoR) as the processor having the 

faults leaves the boundary of SoR and we can 
make those processors redundant by using 
several techniques in which lock stepping also 
comes [2].

Fig. 6 Hardware Centric

8. Comparison of Software Vs. 
Hardware on Multicore Cots 
Processor Applying Fault 
Tolerance

Given below is the table that is showing a 
comparative analysis on COTS multicore 
processors whether the Software approach is 
convenient to use or hardware is flexible one. 
This table is representing both the levels for 
making the COTS multicore processors to 
work. Using different properties this analysis is 
done.

Fig. 4: Basic COTS Multicore Processor 
Architecture

6. Software vs. Hardware 
Implementation

6.1. Software reuse

Software reuse is very attractive for a variety 
of reasons. Software reusability implies a 
savings in development cost, since it reduces 
the number of components that must be 
originally developed. It is also popular as a 
means of increasing dependability because 
software that has been well exercised is less 
likely to fail (since many faults have already 
been identified and corrected).In addition, 
object-oriented paradigms and techniques 
encourage and support software reusability. 
However, it is important to recognize that 
different measures of dependability may not be 
improved equally by reuse of software [16].

6.2. Hardware reuse

Connections are made for COTS multicore 

In this approach time plays an important role as 
all cores must provide result at the same time 
to ensure the correct result matching. 

12. Software Based Instruction 
Level Fault Tolerance

Later on G.A. Reis et al. Proposed Software 
Based Instruction level Fault Tolerance 
(SWIFT) which is software based 
single-threaded approach for redundancy and 
fault tolerance. SWIFT is a compiler based 
technique using which instructions are 
duplicated at compile time by the compiler and 
some comparison instructions are inserted into 
the program at some strategic points. During 
the execution of program values of both 
instructions are computed twice and compared 
to avoid any effect on the output of the 
program. SWIFT has many improvements 
over prior techniques.  It does not require any 
additional hardware changes rather it uses 
software enhancements. 

13. Recovery

When a fault is detected, it is important to 
recover it before it causes system failure. For a 
fault tolerant system, it is very important to 
implement recovery system also. There are two 
options which can be adopted in order to 
recover from error i.e. error handling, fault 
handling or both can be used for recovery.

Error Handling: In error handling errors are 
removed from the system without removing 
the source of the fault. Two techniques are 
mostly used for error handling i.e. checkpoint 
and repair and other is masking.  In checkpoint 
the state of system is saved after some time 

slots and when an error is detected it is 
rollbacked to its previous state valid state using 
checkpoint. While in masking technique, 
component containing error is masked by 
majority voting on states of other redundant 
components. Then the state of an erroneous 
component may be restored by using the state 
of one of the non-erroneous redundant 
components [4]. It is more efficient technique 
then checkpoint and repair because it does not 
involve rollback.

Fault Handling: Fault handling involves 
isolation of the faulty component and 
recovering the system from the fault. 
Moreover, tasks which were being computed 
on a faulty core need to be reassigned to a 
working core or a spare core. This is known as 
reassignment. Repair of a faulty component 
can be done in a reconfigurable system through 
reconfiguration [16]. Faulty component is 
isolated from the non-faulty components so 
that error is not transferred to other 
components.

14. Conclusion

Multicore processors provide structural 
redundancy which can be exploited by using 
different fault tolerance techniques. There are 
multiple approaches for fault tolerance in 
multicore COTS processors. Some of those 
have been discussed above. Those techniques 
include EDDI, redundancy techniques i.e. 
SMRT, N-Modular approach, Lock stepping 
and SWIFT. There are some pros and cons of 
each technique.

EDDI is the approach that consumes sufficient 
memory because each location of original 
instruction will need a shadow instruction in 

Table 1

9. Redundancy Techniques

There is multiple redundancy techniques used 
for error detection. N-Modular redundancy is 
widely used technique for fault detection in 
multi-core processors in which different cores 
of the processors process the same data in 
isolation and compare results with each other 
in order to check results and detect errors. [6].

A well-known redundancy technique is named 
Dual Modular Redundancy (DMR) which uses 
two elements. The error is detected using DMR 
by comparing results of two elements if these 
are different. There is another technique called 
Triple Modular Redundancy (TMR) which 
detects errors by majority voting. This leads to 
a higher availability, since the system can 
continue the execution by masking the faulty 
element [6]. These techniques further 
classified into spatial and temporal redundancy 
techniques. Spatial redundancy means 
calculation is done on multiple distinct 
elements while temporal redundancy means 

the calculation is performed multiple times. 
Typically spatial locality redundancy is used 
on multi-core which is cost efficient. This can 
be supported by the fact that in multi-core 
systems, all the cores usually are not used at a 
time. Therefor unused cores are used for 
execution of redundant threads for fault 
detection purposes.
  
10. Simultaneous and 
Redundant Multithreading 

Another redundant execution approach is 
Simultaneous and Redundant Multithreading 
(SRT) which uses hardware feature called 
Simultaneous Multithreading (SMT). SMT 
execute copies of a program on two 
independent threads on two physical cores of 
the processor by sharing some resources. The 
two dominant forms of redundant execution 
are lockstep configuration and redundant 
multithreading with loose lock stepping or 
without it. [7]. 

11. Lockstepping

Lock stepping is a hardware based technique 
for fault tolerance. In this technique, processor 
core is responsible for replication of the 
process and multiple processor cores execute 
and computes result for same program. An 
additional hardware module is present to 
replicate program on all processors and 
compare the results. It find differences 
between results and check if they are identical. 
If all the results are same, there is no error. But 
in case if there is any difference in results there 
is an error in execution and comparison 
module then generate a trap signal to the 
processors [6]. 
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the memory. The duplication of memory 
results in significant hardware cost which also 
leads to significant cache cost.

Lock stepping also has some disadvantages 
regarding the processor cores. Basically, the 
need for low level hardware determinism leads 
to restrictions in hardware design. First, Lock 
stepping leads to a huge hardware overhead. 
For fault detection, two entire processor cores 
are required, which duplicates the total 
hardware costs. Second, non-determinism can 
occur in modern off-the shelf hardware. For 
instance, differences in hardware bits lead to a 
Lockstep error, even if they have no effect on 
code execution. Third, clock domain crossing 
leads to asynchronous events, which would 
subverts hardware determinism. Additionally, 
deterministic execution over the entire 
hardware life time cannot be tested but 
implementing at hardware is much more 
preferable by considering fault tolerance.
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neighboring regions for that purpose 
morphological operations are most valuable.

This process consists of three phases. The first 
phase is the image pre-processing. Irrelevant  
information from the image is removed from 
the first stage. Initial object discrimination 
becomes the second stage. Groups are entirely 
isolated into objects with similar attributes. In 
the third stage, i.e. object boundary cleanup, 
object boundaries are reduced to single-pixel 
widths. In the past years, image segmentation 
have been developed by several popular 
methods. “Segmentation of an image is the 
division or separation of the image into parts of 
similar attribute”[3]. 

This paper is divided into multiple sections. 
Section I contains basic introduction of 
research problem statement, section II will 
explain the related work, Section III explains 
research methodology/ basic implementation 
of solution to problem and Section IV will 
conclude the research findings and future work 
will be explained.

Watershed Transformation:

The watershed transform has captivating 
properties that make it valuable for different 
image division applications. In the light of 
scientific morphology, this transformation is 
considered as a capable apparatus for image 
division. Isolating objects can be changed into 
a watershed. This transformation considers 
gradient magnitude of image as a topographic 
layer. Region wise boundaries represent pixels 
having highest Gradient Magnitude Intensities 
(GMI’s) related with watershed lines. Water 
placed on any pixel enclosed by a common 
watershed line flows downhill to a common 

Local Intensity Minimum (LIM). A segment is 
represented when pixels draining to a common 
minimum form  a catch basin. This procedure 
closes when the water level has achieved the 
most.

Marker Controlled Watershed 
Segmentation:

The issue of over segmentation is experienced 
by watershed segmentation. The perfect 
answer for this issue is markers-based 
segmentation. A marker consists of segment 
having a place with an image. Determination 
of marker involves two stages. Image is 
preprocessed and characterized to select a 
marker. A typical technique for marker 
determination can be a morphological edge 
administrator. It can be accomplished by a 
morphologic remaking with recursive 
disintegration (erosion) from the regional 
minima.

This strategy is derived from the way that  
segmentation was the expensive number of 
potential minima. Because of their little size, 
the majority of these minima can be disposed. 
Two techniques could be utilized by limiting 
the impact of little spatial points of interest. 
With the smoothening channel, image can be 
separated e.g. Gaussian channel. Notwith- 
standing, morphological operations can 
accomplish better outcomes and are utilized as 
a part of this paper. Finally, in the wake of 
making the marker picture, the watershed 
segmentation of the binary image 
demonstrating the watershed lines can be super 
forced on the original image.

Following algorithm explains the steps for 
Marker-controlled watershed segmentation.

all pixels in districts that are excessively 
minute, making it impossible to incorporate 
the organizing component [7].

Opening operation is an erosion followed by a 
dilation:

X ◦ Y = (X      Y) ⊕ Y

A frequent call is made against structuring 
element because image is responsible to 
question for looking small objects to pull out of 
image. Lost background remains part of 
structures that are smaller than H structure. 
Eventually, elements will disappear.

2. Related work

The least difficult technique for picture 
division is the Threshold strategy, which in 
view of an edge esteem. This esteem 
transforms a dim scale picture into double 
picture[8].

The primary issue of watershed change is the 
over division. This is because of the 
calculation tendency that is exposed to any 
neighborhood in picture. It also tends to define 
watershed transform lines where each local 
minimum gives rise to a region. As a proposed 
solution for this problem, multiple powerful 
tools are listed in literature[9].

Performance of image segmentation is 
satisfactory. It is comparable to other methods 
that are mostly in use for practicing and 
developing different techniques. Multiple 
factors including intensity, texture, and image 
content are thoroughly dependent in 
segmentation result. Therefore, this shows that 
segmentation methods did not work well for 

one particular image neither for single 
segmentation application that applies to all 
type of images [10].

Over segmentation arises due to noise and 
quantization error problem. Gradient of actual 
picture is destructing the impact of local 
minima from noise while causing quantization 
mistake in result.  After that watershed, 
transformation is applied on gradient image 
[11].

As compared to the impact of last local minima 
from noise or quantization blunder the gradient 
of the actual picture is figured as a 
pre-processing. The watershed change is 
connected on the gradient of image afterwards 
[12].

Morphology is said to be the distribution of 
image handling activities that will handle 
images on their shapes premise. In its 
operation, constructing element used to input 
image to create a same size output image. 
Amid morphological task, worth of each pixel 
made in view of a correlation among relating 
pixel in input image and alongside its 
neighboring images. In order to process image 
depending upon the number of pixels added or 
removed from objects, the size and shape of 
structuring elements are used [13].

As per above-mentioned definitions of 
segmentation, it is clear that the majority of 
thrust is based on determination of appropriate 
homogeneity measure that can distinguish 
objects from each other. Some other examples 
of measure could be spectral, shape, texture 
and contexture. Major part of the techniques 
are connected to remote detecting images 
included from various different spaces like 

Computation of Segmentation Function—at 
this step an image is placed whose darker 
regions act as objects for segmentation.

Figuring Foreground Markers –that means 
these are connected pieces of pixels within 
each object. 

Compute Background Markers—in this phase 
pixels are detected that are not the part of any 
object.

Modification of Segmentation Function 
–modification ensures that it has only minima 
at foreground & background marker locations.

Compute Watershed Transform—this phase 
also ensures modification of segmentation 
function [4].

Morphological Operation

“Morphological image processing is a 
collection of non-linear operations related to 
the shape or morphology of features in an 
image” [5].

Morphological operations utilize 
morphological organizing component with a 
specific end goal to quantify and clean relating 
state of a picture. To achieve goal of 
investigation  diminish picture information and 
to keep essential shape character 
morphological operations are needed.

Dilation:

Dilation expands the original image. It can be 
used for growing features, filling holes and 
gaps. Dilation is a technique, which is used for 
mathematical morphology to enhance or clear 
the image.

Mathematical representation includes:

A dilation of an image X by the structure 
element Y is given by the set operation.

X ⊕ Y = {(p + q) | p ∈ X, q ∈ Y}

Due to dilation, image size increases and this 
will also affect  the boundaries of foreground 
pixels. This also causes the area to grow and 
the holes present in that region will gradually 
become smaller. 

Erosion:

“An erosion (usually represented by      ) of an 
image X by the structure element Y is given by 
the set operation”

Mathematically denoted by

X� Y = {p ∈ Z 2 | (p + q) ∈ X, for every q ∈ Y}

During Erosion, objects start to shrink or may 
become thin in their respective size this is 
because it erodes away the foreground 
boundaries. It will result pixels to shrink in size 
and holes to become larger.

Closing:

Closing involves an enlargement took after by 
disintegration and can be utilized to fill in gaps 
and little holes[6].

Closing operation is a dilation followed by an 
erosion:

X • Y = (X ⊕ Y)      Y

Holes in the foreground that are smaller than H 
will be fill.

Opening:

Opening comprises of a disintegration took 
after by an enlargement and is utilized to kill 
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color image segmentation and medical image 
segmentation and so forth. They intended to 
work well because of the underlying matching 
principle. It has extended the application of 
monochrome (single band) segmentation 
method, which was originally used on medical 
imagery, to color image segmentation (three 
bands)[14].

3. Implementation and Results

This research has implemented the 
marker-based watershed algorithm.  Different 
steps of morphological operations with 
thresholding process are implemented using 
MATLAB on multiple images.  Finally, the 
satisfactory results are obtained. However, 
results are represented in shown below images.

In Figure (1-a) and (1-b)shows the original 
reference and grayscale image. In figure (1-c)  
Sobel filter is applied to take gradient 
magnitude of the image. In figure (1-d) is 
watershed transform of gradient magnitude 
image. In figure (1-e) is using morphological 
operation (opening). In figure (1-f) use 
reconstruct function. In figure (1-g, h) some 
morphological operations are applied. In figure 

(1-i) regional maxima are taken. In figure (1-j) 
take regional maxima superimposed on 
original image. In figure (1-k) modified 
regional maxima (thresholding) is considered. 
In figure (1-l) ridgelines are washed. In figure 
(1-m) Markers and object boundaries 
superimposed on original image. In figure 
(1-n) colored watershed label matrix is 
discussed. In figure (1-o) LRGB superimposed 
transparently on original image.

4. Summary and conclusion:

Marker based solve the problem of over 
segmentation related to watershed model. This 
technique has shown quite comparable results 
for all the pixels. However, this technique is 
only able to manage touched or small overlap 
inside the image though successful for a huge 
overlap. Similarly, more research in this 
discipline might also improve the 
segmentation accuracy and provide higher 
consequences.
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1. Introduction

 The faults in computer systems can 
never be resolved easily; several measures 
have been taken to remove them.  These faults 
can be removed by detecting them that where 

they are present. We need to check out those 
faults again for the confirmation and for 
calculating the down time of faults at the start 
and the end of the fault. There are some 
systems named dependable server system that 
helps to check the failed stop during working 
of a specific task. The fail operation system is 
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1. Introduction

 Segmentation of an image can be 
defined as the division or separation of the 
image into regions of similar attributes [1]. 
Major goal of segmentation includes simple 
replacement of an image into something more 
meaningful and simpler to analyze. Typically, 
it is used to differentiate objects in images 
including lines, curves etc. from image 
background. Basic attribute for segmentation 
of color image is monochrome image and color 
component. Some quality or computed 

property are similar to each of the pixels in a 
region. Segmentation procedural goals include 
simplification of image without discarding 
original features of selected image [2].

In this paper, theory of marker- controlled 
watershed transform is discussed and 
algorithm is applied for few test images. To 
improve the quality of watershed algorithm 
and to overwhelm the drawbacks created due 
to over segmentation; different marker- 
controlled approaches are elaborated in this 
paper. A key process in watershed algorithm is 
the construction of operations among 

Image Segmentation Using Marker-Controlled 
Watershed Transformation and Morphology

Hafsa Shabbir, Hajira Bibi, Sania Aamir, Mrs Shazia Saqib and Ms. Noor Afshan 
fa14-bscs-077@lgu.edu.pk, fa14-bscs-078@lgu.edu.pk, muhammadshan9286@gmail.com

shaziasaqib@lgu.edu.pk, noor.afshan@lgu.edu.pk
Lahore Garrison University, Lahore, Pakistan.

Abstract:
The watershed segmentation methods are essential methods, to be considered for quick results in 
image handling and analysis.  However, the main problem arises in produced image because it 
causes excess segmentation and noise. This research is conducted to improve this presented 
algorithm based on the mathematical morphology and filters to minimize flaws mentioned in that 
paper. Objective of this research is to find the gaps in the existing literary works. In most cases, the 
marker based segmentation is best because it marks the part of  segment. The working of this 
proposed algorithm is checked by optimization of the part that is still an area of research.

Keywords: ..

 

LGU (RJCSIT)
ISSN: 2519-7991

 
LGU R Journal for
Computer Science IT

LGURJCSIT
ISSN: 2519-7991

Research Article

Shabbir et al LGURJCSIT 2018

Vol. 2 issue 1 Jan. March 2018



build detect faults and error by itself to make 
the task fault free.

There is a technique known as Error 
Correction Code (ECC), which that is used to 
remove transient errors in the path of the 
memory and helps in controlling pipelining. 
This implementation also sorts out the error 
lock that is stuck with the transient errors 
simply by doubling the amount of resources 
being used or the cycles. The locking 
mechanism in COTS multicore processors is 
complex for update and requires more working 
[6].

The power management can be synchronized 
along with the performance in step by step 
cycles. Modular system could be helpful in 
detecting the two redundant processes (DMRs) 
that support only the malfunctioning. Triple 
redundancy module (TMR) [3] provides the 
error tolerant facility in multicore processors. 
A multicore processor in COTS architecture 
requires a costly technology for error detection 

and its tolerance, as for high performance we 
need special compilers for unlimited recovery 
abilities.

2. Organization And Working

COTS multicore processors [11] works on 
Transaction synchronization extension (TSX) 
in a reverse form that is used for error 
tolerance. Its flowchart is shown Fig.1 where 
we can see the dependent systems and then 
they further moves towards the impairments 
which shows that how the system is causing an 
interrupt. Means of system shows that are 
where it is hardware error or software error as 
for hardware error we need to reconstruct the 
system again from where it is causing damage 
and for software error we need to validate the 
software or code which is error prone. COTS 
Multicore processor needs several attributes to 
fulfill the requirements of the system and these 
overall working leads to a system that is fault 
free, faultless and tolerant. See Fig.1.

testing is done to regulate the instruction show 
flow. Designing is one of the most important 
thing to be created when we have to work on 
multicore processors, so this is a complex 
phase to be done. 

For checking the hardware design like in multi 
core processors we check whether the 
processors are correctly connected or how they 
can work properly without causing any kind of 
fault [3].

5. Architecture 0f Cots Multicore 
Processors

This is architecture of COTS multicore 
processor, in which there are Processing 
Elements (PE) that implements the front end 
digital filtering using COTS FIR one of the 
filtering application. The PEs form direct link 
with Internet Protocols using interconnection 
network, and a single chip memory for 
temporary storage and one of the internet 
protocol has Built-in Self-Test (BIST) for 
testing the incoming data.

3. Fault Avoidance Or Prevention

System requirements and specification are the 
important factors during the construction along 
with the design models that makes them 
reusable for implementing the formal methods. 
Each COTS multicore processor is built upon 
certain specifications that make, them efficient 
from other systems and along with this it 
should be fault tolerant [10].

3.1. System requirements specification

For the hardware and software system, we 
need to build a set up that is complete of all the 
required means. It should be free of any kind of 
systematic and logical error. Software setup 
should be in a way that maintains a correct 
communication between software engineer 
and a system. Hardware system [11] should 
complete communications while considering 
means of the hardware, technical, mechanical 
and electrical engineering ways. System that 
fulfills all the requirements forms a desired 
system for the user as well as for the firms. 

3.2. Formal methods

Formal methods have been taken into account 
for both hardware and software forms. In 
hardware form these methods help to construct 
a complete system which is dependable. 
Software form is used to maintain the entire 
task whether mathematical or coding and most 
importantly the usage of set of instructions.

These formal methods are used generally for 
small system as COTS multicore processor is a 
huge one so the developers don’t make the use 
of this system anymore, they undergoes some 

of the fault removal techniques for building up 
a system [11].

4. Fault Removal

Fault removal techniques are dependent 
enhancing techniques that work on two basic 
agendas verification and validation. These 
techniques improve software and hardware 
dependability by detecting existing faults, 
using verification and validation (V&V) 
methods, and eliminating the detected faults. 
Fault removal techniques contribute to system 
dependability using testing, formal inspection, 
and formal design proofs [9].

4.1. Testing

This phase is the basic form of getting COTS 
multiprocessor system of testing all the 
requirements that are needed for its 
construction to be working well and then 
setting them and checking out the connection 
they are forming is correct or not [12].

4.2. Inspection

Inspection is very important factor in fault 
removing this is done by the companies that 
want to make system error free and need their 
system to work and flourish well. In this phase 
small groups of people are form which inspects 
the work of their perspective region which is 
being provided to them and they test out all the 
parts and making the system fault-free [7].

4.3. Design

These are related to the formal method that is 
discussed earlier. This is a phase in which 

processors that would be strong enough to not 
cause any kind of damage as for making 
system fault-tolerant in hardware form some 
vendors may use hot-swappable disk when 
there is a risk of disk-failure [1].

7. Approach

7.1. Software centric

The software centric [D.J.Sorin] approach as 
have application and libraries that can cause 
faults, that could be detected by using Sphere 
of Replication (SoR). We can detect that they 
are faulty. Here we uses a technique Process 
Level Redundancy (PLR) [8] which makes the 
software redundant as we have the backup 
available for such fault causing software 
application and libraries.

Fig. 5. Software Centric
 
7.3. Hardware centric 

In hardware centric we have approves, faults in 
the hardware level basically in the processors. 
These faults can be detected by Sphere of 
Replication (SoR) as the processor having the 

faults leaves the boundary of SoR and we can 
make those processors redundant by using 
several techniques in which lock stepping also 
comes [2].

Fig. 6 Hardware Centric

8. Comparison of Software Vs. 
Hardware on Multicore Cots 
Processor Applying Fault 
Tolerance

Given below is the table that is showing a 
comparative analysis on COTS multicore 
processors whether the Software approach is 
convenient to use or hardware is flexible one. 
This table is representing both the levels for 
making the COTS multicore processors to 
work. Using different properties this analysis is 
done.

Fig. 4: Basic COTS Multicore Processor 
Architecture

6. Software vs. Hardware 
Implementation

6.1. Software reuse

Software reuse is very attractive for a variety 
of reasons. Software reusability implies a 
savings in development cost, since it reduces 
the number of components that must be 
originally developed. It is also popular as a 
means of increasing dependability because 
software that has been well exercised is less 
likely to fail (since many faults have already 
been identified and corrected).In addition, 
object-oriented paradigms and techniques 
encourage and support software reusability. 
However, it is important to recognize that 
different measures of dependability may not be 
improved equally by reuse of software [16].

6.2. Hardware reuse

Connections are made for COTS multicore 

In this approach time plays an important role as 
all cores must provide result at the same time 
to ensure the correct result matching. 

12. Software Based Instruction 
Level Fault Tolerance

Later on G.A. Reis et al. Proposed Software 
Based Instruction level Fault Tolerance 
(SWIFT) which is software based 
single-threaded approach for redundancy and 
fault tolerance. SWIFT is a compiler based 
technique using which instructions are 
duplicated at compile time by the compiler and 
some comparison instructions are inserted into 
the program at some strategic points. During 
the execution of program values of both 
instructions are computed twice and compared 
to avoid any effect on the output of the 
program. SWIFT has many improvements 
over prior techniques.  It does not require any 
additional hardware changes rather it uses 
software enhancements. 

13. Recovery

When a fault is detected, it is important to 
recover it before it causes system failure. For a 
fault tolerant system, it is very important to 
implement recovery system also. There are two 
options which can be adopted in order to 
recover from error i.e. error handling, fault 
handling or both can be used for recovery.

Error Handling: In error handling errors are 
removed from the system without removing 
the source of the fault. Two techniques are 
mostly used for error handling i.e. checkpoint 
and repair and other is masking.  In checkpoint 
the state of system is saved after some time 

slots and when an error is detected it is 
rollbacked to its previous state valid state using 
checkpoint. While in masking technique, 
component containing error is masked by 
majority voting on states of other redundant 
components. Then the state of an erroneous 
component may be restored by using the state 
of one of the non-erroneous redundant 
components [4]. It is more efficient technique 
then checkpoint and repair because it does not 
involve rollback.

Fault Handling: Fault handling involves 
isolation of the faulty component and 
recovering the system from the fault. 
Moreover, tasks which were being computed 
on a faulty core need to be reassigned to a 
working core or a spare core. This is known as 
reassignment. Repair of a faulty component 
can be done in a reconfigurable system through 
reconfiguration [16]. Faulty component is 
isolated from the non-faulty components so 
that error is not transferred to other 
components.

14. Conclusion

Multicore processors provide structural 
redundancy which can be exploited by using 
different fault tolerance techniques. There are 
multiple approaches for fault tolerance in 
multicore COTS processors. Some of those 
have been discussed above. Those techniques 
include EDDI, redundancy techniques i.e. 
SMRT, N-Modular approach, Lock stepping 
and SWIFT. There are some pros and cons of 
each technique.

EDDI is the approach that consumes sufficient 
memory because each location of original 
instruction will need a shadow instruction in 

Table 1

9. Redundancy Techniques

There is multiple redundancy techniques used 
for error detection. N-Modular redundancy is 
widely used technique for fault detection in 
multi-core processors in which different cores 
of the processors process the same data in 
isolation and compare results with each other 
in order to check results and detect errors. [6].

A well-known redundancy technique is named 
Dual Modular Redundancy (DMR) which uses 
two elements. The error is detected using DMR 
by comparing results of two elements if these 
are different. There is another technique called 
Triple Modular Redundancy (TMR) which 
detects errors by majority voting. This leads to 
a higher availability, since the system can 
continue the execution by masking the faulty 
element [6]. These techniques further 
classified into spatial and temporal redundancy 
techniques. Spatial redundancy means 
calculation is done on multiple distinct 
elements while temporal redundancy means 

the calculation is performed multiple times. 
Typically spatial locality redundancy is used 
on multi-core which is cost efficient. This can 
be supported by the fact that in multi-core 
systems, all the cores usually are not used at a 
time. Therefor unused cores are used for 
execution of redundant threads for fault 
detection purposes.
  
10. Simultaneous and 
Redundant Multithreading 

Another redundant execution approach is 
Simultaneous and Redundant Multithreading 
(SRT) which uses hardware feature called 
Simultaneous Multithreading (SMT). SMT 
execute copies of a program on two 
independent threads on two physical cores of 
the processor by sharing some resources. The 
two dominant forms of redundant execution 
are lockstep configuration and redundant 
multithreading with loose lock stepping or 
without it. [7]. 

11. Lockstepping

Lock stepping is a hardware based technique 
for fault tolerance. In this technique, processor 
core is responsible for replication of the 
process and multiple processor cores execute 
and computes result for same program. An 
additional hardware module is present to 
replicate program on all processors and 
compare the results. It find differences 
between results and check if they are identical. 
If all the results are same, there is no error. But 
in case if there is any difference in results there 
is an error in execution and comparison 
module then generate a trap signal to the 
processors [6]. 
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the memory. The duplication of memory 
results in significant hardware cost which also 
leads to significant cache cost.

Lock stepping also has some disadvantages 
regarding the processor cores. Basically, the 
need for low level hardware determinism leads 
to restrictions in hardware design. First, Lock 
stepping leads to a huge hardware overhead. 
For fault detection, two entire processor cores 
are required, which duplicates the total 
hardware costs. Second, non-determinism can 
occur in modern off-the shelf hardware. For 
instance, differences in hardware bits lead to a 
Lockstep error, even if they have no effect on 
code execution. Third, clock domain crossing 
leads to asynchronous events, which would 
subverts hardware determinism. Additionally, 
deterministic execution over the entire 
hardware life time cannot be tested but 
implementing at hardware is much more 
preferable by considering fault tolerance.
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neighboring regions for that purpose 
morphological operations are most valuable.

This process consists of three phases. The first 
phase is the image pre-processing. Irrelevant  
information from the image is removed from 
the first stage. Initial object discrimination 
becomes the second stage. Groups are entirely 
isolated into objects with similar attributes. In 
the third stage, i.e. object boundary cleanup, 
object boundaries are reduced to single-pixel 
widths. In the past years, image segmentation 
have been developed by several popular 
methods. “Segmentation of an image is the 
division or separation of the image into parts of 
similar attribute”[3]. 

This paper is divided into multiple sections. 
Section I contains basic introduction of 
research problem statement, section II will 
explain the related work, Section III explains 
research methodology/ basic implementation 
of solution to problem and Section IV will 
conclude the research findings and future work 
will be explained.

Watershed Transformation:

The watershed transform has captivating 
properties that make it valuable for different 
image division applications. In the light of 
scientific morphology, this transformation is 
considered as a capable apparatus for image 
division. Isolating objects can be changed into 
a watershed. This transformation considers 
gradient magnitude of image as a topographic 
layer. Region wise boundaries represent pixels 
having highest Gradient Magnitude Intensities 
(GMI’s) related with watershed lines. Water 
placed on any pixel enclosed by a common 
watershed line flows downhill to a common 

Local Intensity Minimum (LIM). A segment is 
represented when pixels draining to a common 
minimum form  a catch basin. This procedure 
closes when the water level has achieved the 
most.

Marker Controlled Watershed 
Segmentation:

The issue of over segmentation is experienced 
by watershed segmentation. The perfect 
answer for this issue is markers-based 
segmentation. A marker consists of segment 
having a place with an image. Determination 
of marker involves two stages. Image is 
preprocessed and characterized to select a 
marker. A typical technique for marker 
determination can be a morphological edge 
administrator. It can be accomplished by a 
morphologic remaking with recursive 
disintegration (erosion) from the regional 
minima.

This strategy is derived from the way that  
segmentation was the expensive number of 
potential minima. Because of their little size, 
the majority of these minima can be disposed. 
Two techniques could be utilized by limiting 
the impact of little spatial points of interest. 
With the smoothening channel, image can be 
separated e.g. Gaussian channel. Notwith- 
standing, morphological operations can 
accomplish better outcomes and are utilized as 
a part of this paper. Finally, in the wake of 
making the marker picture, the watershed 
segmentation of the binary image 
demonstrating the watershed lines can be super 
forced on the original image.

Following algorithm explains the steps for 
Marker-controlled watershed segmentation.

all pixels in districts that are excessively 
minute, making it impossible to incorporate 
the organizing component [7].

Opening operation is an erosion followed by a 
dilation:

X ◦ Y = (X      Y) ⊕ Y

A frequent call is made against structuring 
element because image is responsible to 
question for looking small objects to pull out of 
image. Lost background remains part of 
structures that are smaller than H structure. 
Eventually, elements will disappear.

2. Related work

The least difficult technique for picture 
division is the Threshold strategy, which in 
view of an edge esteem. This esteem 
transforms a dim scale picture into double 
picture[8].

The primary issue of watershed change is the 
over division. This is because of the 
calculation tendency that is exposed to any 
neighborhood in picture. It also tends to define 
watershed transform lines where each local 
minimum gives rise to a region. As a proposed 
solution for this problem, multiple powerful 
tools are listed in literature[9].

Performance of image segmentation is 
satisfactory. It is comparable to other methods 
that are mostly in use for practicing and 
developing different techniques. Multiple 
factors including intensity, texture, and image 
content are thoroughly dependent in 
segmentation result. Therefore, this shows that 
segmentation methods did not work well for 

one particular image neither for single 
segmentation application that applies to all 
type of images [10].

Over segmentation arises due to noise and 
quantization error problem. Gradient of actual 
picture is destructing the impact of local 
minima from noise while causing quantization 
mistake in result.  After that watershed, 
transformation is applied on gradient image 
[11].

As compared to the impact of last local minima 
from noise or quantization blunder the gradient 
of the actual picture is figured as a 
pre-processing. The watershed change is 
connected on the gradient of image afterwards 
[12].

Morphology is said to be the distribution of 
image handling activities that will handle 
images on their shapes premise. In its 
operation, constructing element used to input 
image to create a same size output image. 
Amid morphological task, worth of each pixel 
made in view of a correlation among relating 
pixel in input image and alongside its 
neighboring images. In order to process image 
depending upon the number of pixels added or 
removed from objects, the size and shape of 
structuring elements are used [13].

As per above-mentioned definitions of 
segmentation, it is clear that the majority of 
thrust is based on determination of appropriate 
homogeneity measure that can distinguish 
objects from each other. Some other examples 
of measure could be spectral, shape, texture 
and contexture. Major part of the techniques 
are connected to remote detecting images 
included from various different spaces like 

Computation of Segmentation Function—at 
this step an image is placed whose darker 
regions act as objects for segmentation.

Figuring Foreground Markers –that means 
these are connected pieces of pixels within 
each object. 

Compute Background Markers—in this phase 
pixels are detected that are not the part of any 
object.

Modification of Segmentation Function 
–modification ensures that it has only minima 
at foreground & background marker locations.

Compute Watershed Transform—this phase 
also ensures modification of segmentation 
function [4].

Morphological Operation

“Morphological image processing is a 
collection of non-linear operations related to 
the shape or morphology of features in an 
image” [5].

Morphological operations utilize 
morphological organizing component with a 
specific end goal to quantify and clean relating 
state of a picture. To achieve goal of 
investigation  diminish picture information and 
to keep essential shape character 
morphological operations are needed.

Dilation:

Dilation expands the original image. It can be 
used for growing features, filling holes and 
gaps. Dilation is a technique, which is used for 
mathematical morphology to enhance or clear 
the image.

Mathematical representation includes:

A dilation of an image X by the structure 
element Y is given by the set operation.

X ⊕ Y = {(p + q) | p ∈ X, q ∈ Y}

Due to dilation, image size increases and this 
will also affect  the boundaries of foreground 
pixels. This also causes the area to grow and 
the holes present in that region will gradually 
become smaller. 

Erosion:

“An erosion (usually represented by      ) of an 
image X by the structure element Y is given by 
the set operation”

Mathematically denoted by

X� Y = {p ∈ Z 2 | (p + q) ∈ X, for every q ∈ Y}

During Erosion, objects start to shrink or may 
become thin in their respective size this is 
because it erodes away the foreground 
boundaries. It will result pixels to shrink in size 
and holes to become larger.

Closing:

Closing involves an enlargement took after by 
disintegration and can be utilized to fill in gaps 
and little holes[6].

Closing operation is a dilation followed by an 
erosion:

X • Y = (X ⊕ Y)      Y

Holes in the foreground that are smaller than H 
will be fill.

Opening:

Opening comprises of a disintegration took 
after by an enlargement and is utilized to kill 
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color image segmentation and medical image 
segmentation and so forth. They intended to 
work well because of the underlying matching 
principle. It has extended the application of 
monochrome (single band) segmentation 
method, which was originally used on medical 
imagery, to color image segmentation (three 
bands)[14].

3. Implementation and Results

This research has implemented the 
marker-based watershed algorithm.  Different 
steps of morphological operations with 
thresholding process are implemented using 
MATLAB on multiple images.  Finally, the 
satisfactory results are obtained. However, 
results are represented in shown below images.

In Figure (1-a) and (1-b)shows the original 
reference and grayscale image. In figure (1-c)  
Sobel filter is applied to take gradient 
magnitude of the image. In figure (1-d) is 
watershed transform of gradient magnitude 
image. In figure (1-e) is using morphological 
operation (opening). In figure (1-f) use 
reconstruct function. In figure (1-g, h) some 
morphological operations are applied. In figure 

(1-i) regional maxima are taken. In figure (1-j) 
take regional maxima superimposed on 
original image. In figure (1-k) modified 
regional maxima (thresholding) is considered. 
In figure (1-l) ridgelines are washed. In figure 
(1-m) Markers and object boundaries 
superimposed on original image. In figure 
(1-n) colored watershed label matrix is 
discussed. In figure (1-o) LRGB superimposed 
transparently on original image.

4. Summary and conclusion:

Marker based solve the problem of over 
segmentation related to watershed model. This 
technique has shown quite comparable results 
for all the pixels. However, this technique is 
only able to manage touched or small overlap 
inside the image though successful for a huge 
overlap. Similarly, more research in this 
discipline might also improve the 
segmentation accuracy and provide higher 
consequences.
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1. Introduction

 The faults in computer systems can 
never be resolved easily; several measures 
have been taken to remove them.  These faults 
can be removed by detecting them that where 

they are present. We need to check out those 
faults again for the confirmation and for 
calculating the down time of faults at the start 
and the end of the fault. There are some 
systems named dependable server system that 
helps to check the failed stop during working 
of a specific task. The fail operation system is 

1. Introduction

 Segmentation of an image can be 
defined as the division or separation of the 
image into regions of similar attributes [1]. 
Major goal of segmentation includes simple 
replacement of an image into something more 
meaningful and simpler to analyze. Typically, 
it is used to differentiate objects in images 
including lines, curves etc. from image 
background. Basic attribute for segmentation 
of color image is monochrome image and color 
component. Some quality or computed 

property are similar to each of the pixels in a 
region. Segmentation procedural goals include 
simplification of image without discarding 
original features of selected image [2].

In this paper, theory of marker- controlled 
watershed transform is discussed and 
algorithm is applied for few test images. To 
improve the quality of watershed algorithm 
and to overwhelm the drawbacks created due 
to over segmentation; different marker- 
controlled approaches are elaborated in this 
paper. A key process in watershed algorithm is 
the construction of operations among 



build detect faults and error by itself to make 
the task fault free.

There is a technique known as Error 
Correction Code (ECC), which that is used to 
remove transient errors in the path of the 
memory and helps in controlling pipelining. 
This implementation also sorts out the error 
lock that is stuck with the transient errors 
simply by doubling the amount of resources 
being used or the cycles. The locking 
mechanism in COTS multicore processors is 
complex for update and requires more working 
[6].

The power management can be synchronized 
along with the performance in step by step 
cycles. Modular system could be helpful in 
detecting the two redundant processes (DMRs) 
that support only the malfunctioning. Triple 
redundancy module (TMR) [3] provides the 
error tolerant facility in multicore processors. 
A multicore processor in COTS architecture 
requires a costly technology for error detection 

and its tolerance, as for high performance we 
need special compilers for unlimited recovery 
abilities.

2. Organization And Working

COTS multicore processors [11] works on 
Transaction synchronization extension (TSX) 
in a reverse form that is used for error 
tolerance. Its flowchart is shown Fig.1 where 
we can see the dependent systems and then 
they further moves towards the impairments 
which shows that how the system is causing an 
interrupt. Means of system shows that are 
where it is hardware error or software error as 
for hardware error we need to reconstruct the 
system again from where it is causing damage 
and for software error we need to validate the 
software or code which is error prone. COTS 
Multicore processor needs several attributes to 
fulfill the requirements of the system and these 
overall working leads to a system that is fault 
free, faultless and tolerant. See Fig.1.

testing is done to regulate the instruction show 
flow. Designing is one of the most important 
thing to be created when we have to work on 
multicore processors, so this is a complex 
phase to be done. 

For checking the hardware design like in multi 
core processors we check whether the 
processors are correctly connected or how they 
can work properly without causing any kind of 
fault [3].

5. Architecture 0f Cots Multicore 
Processors

This is architecture of COTS multicore 
processor, in which there are Processing 
Elements (PE) that implements the front end 
digital filtering using COTS FIR one of the 
filtering application. The PEs form direct link 
with Internet Protocols using interconnection 
network, and a single chip memory for 
temporary storage and one of the internet 
protocol has Built-in Self-Test (BIST) for 
testing the incoming data.

3. Fault Avoidance Or Prevention

System requirements and specification are the 
important factors during the construction along 
with the design models that makes them 
reusable for implementing the formal methods. 
Each COTS multicore processor is built upon 
certain specifications that make, them efficient 
from other systems and along with this it 
should be fault tolerant [10].

3.1. System requirements specification

For the hardware and software system, we 
need to build a set up that is complete of all the 
required means. It should be free of any kind of 
systematic and logical error. Software setup 
should be in a way that maintains a correct 
communication between software engineer 
and a system. Hardware system [11] should 
complete communications while considering 
means of the hardware, technical, mechanical 
and electrical engineering ways. System that 
fulfills all the requirements forms a desired 
system for the user as well as for the firms. 

3.2. Formal methods

Formal methods have been taken into account 
for both hardware and software forms. In 
hardware form these methods help to construct 
a complete system which is dependable. 
Software form is used to maintain the entire 
task whether mathematical or coding and most 
importantly the usage of set of instructions.

These formal methods are used generally for 
small system as COTS multicore processor is a 
huge one so the developers don’t make the use 
of this system anymore, they undergoes some 

of the fault removal techniques for building up 
a system [11].

4. Fault Removal

Fault removal techniques are dependent 
enhancing techniques that work on two basic 
agendas verification and validation. These 
techniques improve software and hardware 
dependability by detecting existing faults, 
using verification and validation (V&V) 
methods, and eliminating the detected faults. 
Fault removal techniques contribute to system 
dependability using testing, formal inspection, 
and formal design proofs [9].

4.1. Testing

This phase is the basic form of getting COTS 
multiprocessor system of testing all the 
requirements that are needed for its 
construction to be working well and then 
setting them and checking out the connection 
they are forming is correct or not [12].

4.2. Inspection

Inspection is very important factor in fault 
removing this is done by the companies that 
want to make system error free and need their 
system to work and flourish well. In this phase 
small groups of people are form which inspects 
the work of their perspective region which is 
being provided to them and they test out all the 
parts and making the system fault-free [7].

4.3. Design

These are related to the formal method that is 
discussed earlier. This is a phase in which 

processors that would be strong enough to not 
cause any kind of damage as for making 
system fault-tolerant in hardware form some 
vendors may use hot-swappable disk when 
there is a risk of disk-failure [1].

7. Approach

7.1. Software centric

The software centric [D.J.Sorin] approach as 
have application and libraries that can cause 
faults, that could be detected by using Sphere 
of Replication (SoR). We can detect that they 
are faulty. Here we uses a technique Process 
Level Redundancy (PLR) [8] which makes the 
software redundant as we have the backup 
available for such fault causing software 
application and libraries.

Fig. 5. Software Centric
 
7.3. Hardware centric 

In hardware centric we have approves, faults in 
the hardware level basically in the processors. 
These faults can be detected by Sphere of 
Replication (SoR) as the processor having the 

faults leaves the boundary of SoR and we can 
make those processors redundant by using 
several techniques in which lock stepping also 
comes [2].

Fig. 6 Hardware Centric

8. Comparison of Software Vs. 
Hardware on Multicore Cots 
Processor Applying Fault 
Tolerance

Given below is the table that is showing a 
comparative analysis on COTS multicore 
processors whether the Software approach is 
convenient to use or hardware is flexible one. 
This table is representing both the levels for 
making the COTS multicore processors to 
work. Using different properties this analysis is 
done.

Fig. 4: Basic COTS Multicore Processor 
Architecture

6. Software vs. Hardware 
Implementation

6.1. Software reuse

Software reuse is very attractive for a variety 
of reasons. Software reusability implies a 
savings in development cost, since it reduces 
the number of components that must be 
originally developed. It is also popular as a 
means of increasing dependability because 
software that has been well exercised is less 
likely to fail (since many faults have already 
been identified and corrected).In addition, 
object-oriented paradigms and techniques 
encourage and support software reusability. 
However, it is important to recognize that 
different measures of dependability may not be 
improved equally by reuse of software [16].

6.2. Hardware reuse

Connections are made for COTS multicore 

In this approach time plays an important role as 
all cores must provide result at the same time 
to ensure the correct result matching. 

12. Software Based Instruction 
Level Fault Tolerance

Later on G.A. Reis et al. Proposed Software 
Based Instruction level Fault Tolerance 
(SWIFT) which is software based 
single-threaded approach for redundancy and 
fault tolerance. SWIFT is a compiler based 
technique using which instructions are 
duplicated at compile time by the compiler and 
some comparison instructions are inserted into 
the program at some strategic points. During 
the execution of program values of both 
instructions are computed twice and compared 
to avoid any effect on the output of the 
program. SWIFT has many improvements 
over prior techniques.  It does not require any 
additional hardware changes rather it uses 
software enhancements. 

13. Recovery

When a fault is detected, it is important to 
recover it before it causes system failure. For a 
fault tolerant system, it is very important to 
implement recovery system also. There are two 
options which can be adopted in order to 
recover from error i.e. error handling, fault 
handling or both can be used for recovery.

Error Handling: In error handling errors are 
removed from the system without removing 
the source of the fault. Two techniques are 
mostly used for error handling i.e. checkpoint 
and repair and other is masking.  In checkpoint 
the state of system is saved after some time 

slots and when an error is detected it is 
rollbacked to its previous state valid state using 
checkpoint. While in masking technique, 
component containing error is masked by 
majority voting on states of other redundant 
components. Then the state of an erroneous 
component may be restored by using the state 
of one of the non-erroneous redundant 
components [4]. It is more efficient technique 
then checkpoint and repair because it does not 
involve rollback.

Fault Handling: Fault handling involves 
isolation of the faulty component and 
recovering the system from the fault. 
Moreover, tasks which were being computed 
on a faulty core need to be reassigned to a 
working core or a spare core. This is known as 
reassignment. Repair of a faulty component 
can be done in a reconfigurable system through 
reconfiguration [16]. Faulty component is 
isolated from the non-faulty components so 
that error is not transferred to other 
components.

14. Conclusion

Multicore processors provide structural 
redundancy which can be exploited by using 
different fault tolerance techniques. There are 
multiple approaches for fault tolerance in 
multicore COTS processors. Some of those 
have been discussed above. Those techniques 
include EDDI, redundancy techniques i.e. 
SMRT, N-Modular approach, Lock stepping 
and SWIFT. There are some pros and cons of 
each technique.

EDDI is the approach that consumes sufficient 
memory because each location of original 
instruction will need a shadow instruction in 

Table 1

9. Redundancy Techniques

There is multiple redundancy techniques used 
for error detection. N-Modular redundancy is 
widely used technique for fault detection in 
multi-core processors in which different cores 
of the processors process the same data in 
isolation and compare results with each other 
in order to check results and detect errors. [6].

A well-known redundancy technique is named 
Dual Modular Redundancy (DMR) which uses 
two elements. The error is detected using DMR 
by comparing results of two elements if these 
are different. There is another technique called 
Triple Modular Redundancy (TMR) which 
detects errors by majority voting. This leads to 
a higher availability, since the system can 
continue the execution by masking the faulty 
element [6]. These techniques further 
classified into spatial and temporal redundancy 
techniques. Spatial redundancy means 
calculation is done on multiple distinct 
elements while temporal redundancy means 

the calculation is performed multiple times. 
Typically spatial locality redundancy is used 
on multi-core which is cost efficient. This can 
be supported by the fact that in multi-core 
systems, all the cores usually are not used at a 
time. Therefor unused cores are used for 
execution of redundant threads for fault 
detection purposes.
  
10. Simultaneous and 
Redundant Multithreading 

Another redundant execution approach is 
Simultaneous and Redundant Multithreading 
(SRT) which uses hardware feature called 
Simultaneous Multithreading (SMT). SMT 
execute copies of a program on two 
independent threads on two physical cores of 
the processor by sharing some resources. The 
two dominant forms of redundant execution 
are lockstep configuration and redundant 
multithreading with loose lock stepping or 
without it. [7]. 

11. Lockstepping

Lock stepping is a hardware based technique 
for fault tolerance. In this technique, processor 
core is responsible for replication of the 
process and multiple processor cores execute 
and computes result for same program. An 
additional hardware module is present to 
replicate program on all processors and 
compare the results. It find differences 
between results and check if they are identical. 
If all the results are same, there is no error. But 
in case if there is any difference in results there 
is an error in execution and comparison 
module then generate a trap signal to the 
processors [6]. 
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the memory. The duplication of memory 
results in significant hardware cost which also 
leads to significant cache cost.

Lock stepping also has some disadvantages 
regarding the processor cores. Basically, the 
need for low level hardware determinism leads 
to restrictions in hardware design. First, Lock 
stepping leads to a huge hardware overhead. 
For fault detection, two entire processor cores 
are required, which duplicates the total 
hardware costs. Second, non-determinism can 
occur in modern off-the shelf hardware. For 
instance, differences in hardware bits lead to a 
Lockstep error, even if they have no effect on 
code execution. Third, clock domain crossing 
leads to asynchronous events, which would 
subverts hardware determinism. Additionally, 
deterministic execution over the entire 
hardware life time cannot be tested but 
implementing at hardware is much more 
preferable by considering fault tolerance.
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neighboring regions for that purpose 
morphological operations are most valuable.

This process consists of three phases. The first 
phase is the image pre-processing. Irrelevant  
information from the image is removed from 
the first stage. Initial object discrimination 
becomes the second stage. Groups are entirely 
isolated into objects with similar attributes. In 
the third stage, i.e. object boundary cleanup, 
object boundaries are reduced to single-pixel 
widths. In the past years, image segmentation 
have been developed by several popular 
methods. “Segmentation of an image is the 
division or separation of the image into parts of 
similar attribute”[3]. 

This paper is divided into multiple sections. 
Section I contains basic introduction of 
research problem statement, section II will 
explain the related work, Section III explains 
research methodology/ basic implementation 
of solution to problem and Section IV will 
conclude the research findings and future work 
will be explained.

Watershed Transformation:

The watershed transform has captivating 
properties that make it valuable for different 
image division applications. In the light of 
scientific morphology, this transformation is 
considered as a capable apparatus for image 
division. Isolating objects can be changed into 
a watershed. This transformation considers 
gradient magnitude of image as a topographic 
layer. Region wise boundaries represent pixels 
having highest Gradient Magnitude Intensities 
(GMI’s) related with watershed lines. Water 
placed on any pixel enclosed by a common 
watershed line flows downhill to a common 

Local Intensity Minimum (LIM). A segment is 
represented when pixels draining to a common 
minimum form  a catch basin. This procedure 
closes when the water level has achieved the 
most.

Marker Controlled Watershed 
Segmentation:

The issue of over segmentation is experienced 
by watershed segmentation. The perfect 
answer for this issue is markers-based 
segmentation. A marker consists of segment 
having a place with an image. Determination 
of marker involves two stages. Image is 
preprocessed and characterized to select a 
marker. A typical technique for marker 
determination can be a morphological edge 
administrator. It can be accomplished by a 
morphologic remaking with recursive 
disintegration (erosion) from the regional 
minima.

This strategy is derived from the way that  
segmentation was the expensive number of 
potential minima. Because of their little size, 
the majority of these minima can be disposed. 
Two techniques could be utilized by limiting 
the impact of little spatial points of interest. 
With the smoothening channel, image can be 
separated e.g. Gaussian channel. Notwith- 
standing, morphological operations can 
accomplish better outcomes and are utilized as 
a part of this paper. Finally, in the wake of 
making the marker picture, the watershed 
segmentation of the binary image 
demonstrating the watershed lines can be super 
forced on the original image.

Following algorithm explains the steps for 
Marker-controlled watershed segmentation.

all pixels in districts that are excessively 
minute, making it impossible to incorporate 
the organizing component [7].

Opening operation is an erosion followed by a 
dilation:

X ◦ Y = (X      Y) ⊕ Y

A frequent call is made against structuring 
element because image is responsible to 
question for looking small objects to pull out of 
image. Lost background remains part of 
structures that are smaller than H structure. 
Eventually, elements will disappear.

2. Related work

The least difficult technique for picture 
division is the Threshold strategy, which in 
view of an edge esteem. This esteem 
transforms a dim scale picture into double 
picture[8].

The primary issue of watershed change is the 
over division. This is because of the 
calculation tendency that is exposed to any 
neighborhood in picture. It also tends to define 
watershed transform lines where each local 
minimum gives rise to a region. As a proposed 
solution for this problem, multiple powerful 
tools are listed in literature[9].

Performance of image segmentation is 
satisfactory. It is comparable to other methods 
that are mostly in use for practicing and 
developing different techniques. Multiple 
factors including intensity, texture, and image 
content are thoroughly dependent in 
segmentation result. Therefore, this shows that 
segmentation methods did not work well for 

one particular image neither for single 
segmentation application that applies to all 
type of images [10].

Over segmentation arises due to noise and 
quantization error problem. Gradient of actual 
picture is destructing the impact of local 
minima from noise while causing quantization 
mistake in result.  After that watershed, 
transformation is applied on gradient image 
[11].

As compared to the impact of last local minima 
from noise or quantization blunder the gradient 
of the actual picture is figured as a 
pre-processing. The watershed change is 
connected on the gradient of image afterwards 
[12].

Morphology is said to be the distribution of 
image handling activities that will handle 
images on their shapes premise. In its 
operation, constructing element used to input 
image to create a same size output image. 
Amid morphological task, worth of each pixel 
made in view of a correlation among relating 
pixel in input image and alongside its 
neighboring images. In order to process image 
depending upon the number of pixels added or 
removed from objects, the size and shape of 
structuring elements are used [13].

As per above-mentioned definitions of 
segmentation, it is clear that the majority of 
thrust is based on determination of appropriate 
homogeneity measure that can distinguish 
objects from each other. Some other examples 
of measure could be spectral, shape, texture 
and contexture. Major part of the techniques 
are connected to remote detecting images 
included from various different spaces like 

Computation of Segmentation Function—at 
this step an image is placed whose darker 
regions act as objects for segmentation.

Figuring Foreground Markers –that means 
these are connected pieces of pixels within 
each object. 

Compute Background Markers—in this phase 
pixels are detected that are not the part of any 
object.

Modification of Segmentation Function 
–modification ensures that it has only minima 
at foreground & background marker locations.

Compute Watershed Transform—this phase 
also ensures modification of segmentation 
function [4].

Morphological Operation

“Morphological image processing is a 
collection of non-linear operations related to 
the shape or morphology of features in an 
image” [5].

Morphological operations utilize 
morphological organizing component with a 
specific end goal to quantify and clean relating 
state of a picture. To achieve goal of 
investigation  diminish picture information and 
to keep essential shape character 
morphological operations are needed.

Dilation:

Dilation expands the original image. It can be 
used for growing features, filling holes and 
gaps. Dilation is a technique, which is used for 
mathematical morphology to enhance or clear 
the image.

Mathematical representation includes:

A dilation of an image X by the structure 
element Y is given by the set operation.

X ⊕ Y = {(p + q) | p ∈ X, q ∈ Y}

Due to dilation, image size increases and this 
will also affect  the boundaries of foreground 
pixels. This also causes the area to grow and 
the holes present in that region will gradually 
become smaller. 

Erosion:

“An erosion (usually represented by      ) of an 
image X by the structure element Y is given by 
the set operation”

Mathematically denoted by

X� Y = {p ∈ Z 2 | (p + q) ∈ X, for every q ∈ Y}

During Erosion, objects start to shrink or may 
become thin in their respective size this is 
because it erodes away the foreground 
boundaries. It will result pixels to shrink in size 
and holes to become larger.

Closing:

Closing involves an enlargement took after by 
disintegration and can be utilized to fill in gaps 
and little holes[6].

Closing operation is a dilation followed by an 
erosion:

X • Y = (X ⊕ Y)      Y

Holes in the foreground that are smaller than H 
will be fill.

Opening:

Opening comprises of a disintegration took 
after by an enlargement and is utilized to kill 
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color image segmentation and medical image 
segmentation and so forth. They intended to 
work well because of the underlying matching 
principle. It has extended the application of 
monochrome (single band) segmentation 
method, which was originally used on medical 
imagery, to color image segmentation (three 
bands)[14].

3. Implementation and Results

This research has implemented the 
marker-based watershed algorithm.  Different 
steps of morphological operations with 
thresholding process are implemented using 
MATLAB on multiple images.  Finally, the 
satisfactory results are obtained. However, 
results are represented in shown below images.

In Figure (1-a) and (1-b)shows the original 
reference and grayscale image. In figure (1-c)  
Sobel filter is applied to take gradient 
magnitude of the image. In figure (1-d) is 
watershed transform of gradient magnitude 
image. In figure (1-e) is using morphological 
operation (opening). In figure (1-f) use 
reconstruct function. In figure (1-g, h) some 
morphological operations are applied. In figure 

(1-i) regional maxima are taken. In figure (1-j) 
take regional maxima superimposed on 
original image. In figure (1-k) modified 
regional maxima (thresholding) is considered. 
In figure (1-l) ridgelines are washed. In figure 
(1-m) Markers and object boundaries 
superimposed on original image. In figure 
(1-n) colored watershed label matrix is 
discussed. In figure (1-o) LRGB superimposed 
transparently on original image.

4. Summary and conclusion:

Marker based solve the problem of over 
segmentation related to watershed model. This 
technique has shown quite comparable results 
for all the pixels. However, this technique is 
only able to manage touched or small overlap 
inside the image though successful for a huge 
overlap. Similarly, more research in this 
discipline might also improve the 
segmentation accuracy and provide higher 
consequences.
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1. Introduction

 The faults in computer systems can 
never be resolved easily; several measures 
have been taken to remove them.  These faults 
can be removed by detecting them that where 

they are present. We need to check out those 
faults again for the confirmation and for 
calculating the down time of faults at the start 
and the end of the fault. There are some 
systems named dependable server system that 
helps to check the failed stop during working 
of a specific task. The fail operation system is 

1. Introduction

 Segmentation of an image can be 
defined as the division or separation of the 
image into regions of similar attributes [1]. 
Major goal of segmentation includes simple 
replacement of an image into something more 
meaningful and simpler to analyze. Typically, 
it is used to differentiate objects in images 
including lines, curves etc. from image 
background. Basic attribute for segmentation 
of color image is monochrome image and color 
component. Some quality or computed 

property are similar to each of the pixels in a 
region. Segmentation procedural goals include 
simplification of image without discarding 
original features of selected image [2].

In this paper, theory of marker- controlled 
watershed transform is discussed and 
algorithm is applied for few test images. To 
improve the quality of watershed algorithm 
and to overwhelm the drawbacks created due 
to over segmentation; different marker- 
controlled approaches are elaborated in this 
paper. A key process in watershed algorithm is 
the construction of operations among 



build detect faults and error by itself to make 
the task fault free.

There is a technique known as Error 
Correction Code (ECC), which that is used to 
remove transient errors in the path of the 
memory and helps in controlling pipelining. 
This implementation also sorts out the error 
lock that is stuck with the transient errors 
simply by doubling the amount of resources 
being used or the cycles. The locking 
mechanism in COTS multicore processors is 
complex for update and requires more working 
[6].

The power management can be synchronized 
along with the performance in step by step 
cycles. Modular system could be helpful in 
detecting the two redundant processes (DMRs) 
that support only the malfunctioning. Triple 
redundancy module (TMR) [3] provides the 
error tolerant facility in multicore processors. 
A multicore processor in COTS architecture 
requires a costly technology for error detection 

and its tolerance, as for high performance we 
need special compilers for unlimited recovery 
abilities.

2. Organization And Working

COTS multicore processors [11] works on 
Transaction synchronization extension (TSX) 
in a reverse form that is used for error 
tolerance. Its flowchart is shown Fig.1 where 
we can see the dependent systems and then 
they further moves towards the impairments 
which shows that how the system is causing an 
interrupt. Means of system shows that are 
where it is hardware error or software error as 
for hardware error we need to reconstruct the 
system again from where it is causing damage 
and for software error we need to validate the 
software or code which is error prone. COTS 
Multicore processor needs several attributes to 
fulfill the requirements of the system and these 
overall working leads to a system that is fault 
free, faultless and tolerant. See Fig.1.

testing is done to regulate the instruction show 
flow. Designing is one of the most important 
thing to be created when we have to work on 
multicore processors, so this is a complex 
phase to be done. 

For checking the hardware design like in multi 
core processors we check whether the 
processors are correctly connected or how they 
can work properly without causing any kind of 
fault [3].

5. Architecture 0f Cots Multicore 
Processors

This is architecture of COTS multicore 
processor, in which there are Processing 
Elements (PE) that implements the front end 
digital filtering using COTS FIR one of the 
filtering application. The PEs form direct link 
with Internet Protocols using interconnection 
network, and a single chip memory for 
temporary storage and one of the internet 
protocol has Built-in Self-Test (BIST) for 
testing the incoming data.

3. Fault Avoidance Or Prevention

System requirements and specification are the 
important factors during the construction along 
with the design models that makes them 
reusable for implementing the formal methods. 
Each COTS multicore processor is built upon 
certain specifications that make, them efficient 
from other systems and along with this it 
should be fault tolerant [10].

3.1. System requirements specification

For the hardware and software system, we 
need to build a set up that is complete of all the 
required means. It should be free of any kind of 
systematic and logical error. Software setup 
should be in a way that maintains a correct 
communication between software engineer 
and a system. Hardware system [11] should 
complete communications while considering 
means of the hardware, technical, mechanical 
and electrical engineering ways. System that 
fulfills all the requirements forms a desired 
system for the user as well as for the firms. 

3.2. Formal methods

Formal methods have been taken into account 
for both hardware and software forms. In 
hardware form these methods help to construct 
a complete system which is dependable. 
Software form is used to maintain the entire 
task whether mathematical or coding and most 
importantly the usage of set of instructions.

These formal methods are used generally for 
small system as COTS multicore processor is a 
huge one so the developers don’t make the use 
of this system anymore, they undergoes some 

of the fault removal techniques for building up 
a system [11].

4. Fault Removal

Fault removal techniques are dependent 
enhancing techniques that work on two basic 
agendas verification and validation. These 
techniques improve software and hardware 
dependability by detecting existing faults, 
using verification and validation (V&V) 
methods, and eliminating the detected faults. 
Fault removal techniques contribute to system 
dependability using testing, formal inspection, 
and formal design proofs [9].

4.1. Testing

This phase is the basic form of getting COTS 
multiprocessor system of testing all the 
requirements that are needed for its 
construction to be working well and then 
setting them and checking out the connection 
they are forming is correct or not [12].

4.2. Inspection

Inspection is very important factor in fault 
removing this is done by the companies that 
want to make system error free and need their 
system to work and flourish well. In this phase 
small groups of people are form which inspects 
the work of their perspective region which is 
being provided to them and they test out all the 
parts and making the system fault-free [7].

4.3. Design

These are related to the formal method that is 
discussed earlier. This is a phase in which 

processors that would be strong enough to not 
cause any kind of damage as for making 
system fault-tolerant in hardware form some 
vendors may use hot-swappable disk when 
there is a risk of disk-failure [1].

7. Approach

7.1. Software centric

The software centric [D.J.Sorin] approach as 
have application and libraries that can cause 
faults, that could be detected by using Sphere 
of Replication (SoR). We can detect that they 
are faulty. Here we uses a technique Process 
Level Redundancy (PLR) [8] which makes the 
software redundant as we have the backup 
available for such fault causing software 
application and libraries.

Fig. 5. Software Centric
 
7.3. Hardware centric 

In hardware centric we have approves, faults in 
the hardware level basically in the processors. 
These faults can be detected by Sphere of 
Replication (SoR) as the processor having the 

faults leaves the boundary of SoR and we can 
make those processors redundant by using 
several techniques in which lock stepping also 
comes [2].

Fig. 6 Hardware Centric

8. Comparison of Software Vs. 
Hardware on Multicore Cots 
Processor Applying Fault 
Tolerance

Given below is the table that is showing a 
comparative analysis on COTS multicore 
processors whether the Software approach is 
convenient to use or hardware is flexible one. 
This table is representing both the levels for 
making the COTS multicore processors to 
work. Using different properties this analysis is 
done.

Fig. 4: Basic COTS Multicore Processor 
Architecture

6. Software vs. Hardware 
Implementation

6.1. Software reuse

Software reuse is very attractive for a variety 
of reasons. Software reusability implies a 
savings in development cost, since it reduces 
the number of components that must be 
originally developed. It is also popular as a 
means of increasing dependability because 
software that has been well exercised is less 
likely to fail (since many faults have already 
been identified and corrected).In addition, 
object-oriented paradigms and techniques 
encourage and support software reusability. 
However, it is important to recognize that 
different measures of dependability may not be 
improved equally by reuse of software [16].

6.2. Hardware reuse

Connections are made for COTS multicore 

In this approach time plays an important role as 
all cores must provide result at the same time 
to ensure the correct result matching. 

12. Software Based Instruction 
Level Fault Tolerance

Later on G.A. Reis et al. Proposed Software 
Based Instruction level Fault Tolerance 
(SWIFT) which is software based 
single-threaded approach for redundancy and 
fault tolerance. SWIFT is a compiler based 
technique using which instructions are 
duplicated at compile time by the compiler and 
some comparison instructions are inserted into 
the program at some strategic points. During 
the execution of program values of both 
instructions are computed twice and compared 
to avoid any effect on the output of the 
program. SWIFT has many improvements 
over prior techniques.  It does not require any 
additional hardware changes rather it uses 
software enhancements. 

13. Recovery

When a fault is detected, it is important to 
recover it before it causes system failure. For a 
fault tolerant system, it is very important to 
implement recovery system also. There are two 
options which can be adopted in order to 
recover from error i.e. error handling, fault 
handling or both can be used for recovery.

Error Handling: In error handling errors are 
removed from the system without removing 
the source of the fault. Two techniques are 
mostly used for error handling i.e. checkpoint 
and repair and other is masking.  In checkpoint 
the state of system is saved after some time 

slots and when an error is detected it is 
rollbacked to its previous state valid state using 
checkpoint. While in masking technique, 
component containing error is masked by 
majority voting on states of other redundant 
components. Then the state of an erroneous 
component may be restored by using the state 
of one of the non-erroneous redundant 
components [4]. It is more efficient technique 
then checkpoint and repair because it does not 
involve rollback.

Fault Handling: Fault handling involves 
isolation of the faulty component and 
recovering the system from the fault. 
Moreover, tasks which were being computed 
on a faulty core need to be reassigned to a 
working core or a spare core. This is known as 
reassignment. Repair of a faulty component 
can be done in a reconfigurable system through 
reconfiguration [16]. Faulty component is 
isolated from the non-faulty components so 
that error is not transferred to other 
components.

14. Conclusion

Multicore processors provide structural 
redundancy which can be exploited by using 
different fault tolerance techniques. There are 
multiple approaches for fault tolerance in 
multicore COTS processors. Some of those 
have been discussed above. Those techniques 
include EDDI, redundancy techniques i.e. 
SMRT, N-Modular approach, Lock stepping 
and SWIFT. There are some pros and cons of 
each technique.

EDDI is the approach that consumes sufficient 
memory because each location of original 
instruction will need a shadow instruction in 

Table 1

9. Redundancy Techniques

There is multiple redundancy techniques used 
for error detection. N-Modular redundancy is 
widely used technique for fault detection in 
multi-core processors in which different cores 
of the processors process the same data in 
isolation and compare results with each other 
in order to check results and detect errors. [6].

A well-known redundancy technique is named 
Dual Modular Redundancy (DMR) which uses 
two elements. The error is detected using DMR 
by comparing results of two elements if these 
are different. There is another technique called 
Triple Modular Redundancy (TMR) which 
detects errors by majority voting. This leads to 
a higher availability, since the system can 
continue the execution by masking the faulty 
element [6]. These techniques further 
classified into spatial and temporal redundancy 
techniques. Spatial redundancy means 
calculation is done on multiple distinct 
elements while temporal redundancy means 

the calculation is performed multiple times. 
Typically spatial locality redundancy is used 
on multi-core which is cost efficient. This can 
be supported by the fact that in multi-core 
systems, all the cores usually are not used at a 
time. Therefor unused cores are used for 
execution of redundant threads for fault 
detection purposes.
  
10. Simultaneous and 
Redundant Multithreading 

Another redundant execution approach is 
Simultaneous and Redundant Multithreading 
(SRT) which uses hardware feature called 
Simultaneous Multithreading (SMT). SMT 
execute copies of a program on two 
independent threads on two physical cores of 
the processor by sharing some resources. The 
two dominant forms of redundant execution 
are lockstep configuration and redundant 
multithreading with loose lock stepping or 
without it. [7]. 

11. Lockstepping

Lock stepping is a hardware based technique 
for fault tolerance. In this technique, processor 
core is responsible for replication of the 
process and multiple processor cores execute 
and computes result for same program. An 
additional hardware module is present to 
replicate program on all processors and 
compare the results. It find differences 
between results and check if they are identical. 
If all the results are same, there is no error. But 
in case if there is any difference in results there 
is an error in execution and comparison 
module then generate a trap signal to the 
processors [6]. 
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the memory. The duplication of memory 
results in significant hardware cost which also 
leads to significant cache cost.

Lock stepping also has some disadvantages 
regarding the processor cores. Basically, the 
need for low level hardware determinism leads 
to restrictions in hardware design. First, Lock 
stepping leads to a huge hardware overhead. 
For fault detection, two entire processor cores 
are required, which duplicates the total 
hardware costs. Second, non-determinism can 
occur in modern off-the shelf hardware. For 
instance, differences in hardware bits lead to a 
Lockstep error, even if they have no effect on 
code execution. Third, clock domain crossing 
leads to asynchronous events, which would 
subverts hardware determinism. Additionally, 
deterministic execution over the entire 
hardware life time cannot be tested but 
implementing at hardware is much more 
preferable by considering fault tolerance.
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neighboring regions for that purpose 
morphological operations are most valuable.

This process consists of three phases. The first 
phase is the image pre-processing. Irrelevant  
information from the image is removed from 
the first stage. Initial object discrimination 
becomes the second stage. Groups are entirely 
isolated into objects with similar attributes. In 
the third stage, i.e. object boundary cleanup, 
object boundaries are reduced to single-pixel 
widths. In the past years, image segmentation 
have been developed by several popular 
methods. “Segmentation of an image is the 
division or separation of the image into parts of 
similar attribute”[3]. 

This paper is divided into multiple sections. 
Section I contains basic introduction of 
research problem statement, section II will 
explain the related work, Section III explains 
research methodology/ basic implementation 
of solution to problem and Section IV will 
conclude the research findings and future work 
will be explained.

Watershed Transformation:

The watershed transform has captivating 
properties that make it valuable for different 
image division applications. In the light of 
scientific morphology, this transformation is 
considered as a capable apparatus for image 
division. Isolating objects can be changed into 
a watershed. This transformation considers 
gradient magnitude of image as a topographic 
layer. Region wise boundaries represent pixels 
having highest Gradient Magnitude Intensities 
(GMI’s) related with watershed lines. Water 
placed on any pixel enclosed by a common 
watershed line flows downhill to a common 

Local Intensity Minimum (LIM). A segment is 
represented when pixels draining to a common 
minimum form  a catch basin. This procedure 
closes when the water level has achieved the 
most.

Marker Controlled Watershed 
Segmentation:

The issue of over segmentation is experienced 
by watershed segmentation. The perfect 
answer for this issue is markers-based 
segmentation. A marker consists of segment 
having a place with an image. Determination 
of marker involves two stages. Image is 
preprocessed and characterized to select a 
marker. A typical technique for marker 
determination can be a morphological edge 
administrator. It can be accomplished by a 
morphologic remaking with recursive 
disintegration (erosion) from the regional 
minima.

This strategy is derived from the way that  
segmentation was the expensive number of 
potential minima. Because of their little size, 
the majority of these minima can be disposed. 
Two techniques could be utilized by limiting 
the impact of little spatial points of interest. 
With the smoothening channel, image can be 
separated e.g. Gaussian channel. Notwith- 
standing, morphological operations can 
accomplish better outcomes and are utilized as 
a part of this paper. Finally, in the wake of 
making the marker picture, the watershed 
segmentation of the binary image 
demonstrating the watershed lines can be super 
forced on the original image.

Following algorithm explains the steps for 
Marker-controlled watershed segmentation.

Image Segmentation Using Marker-Controlled Watershed Transformation and Morphology
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all pixels in districts that are excessively 
minute, making it impossible to incorporate 
the organizing component [7].

Opening operation is an erosion followed by a 
dilation:

X ◦ Y = (X      Y) ⊕ Y

A frequent call is made against structuring 
element because image is responsible to 
question for looking small objects to pull out of 
image. Lost background remains part of 
structures that are smaller than H structure. 
Eventually, elements will disappear.

2. Related work

The least difficult technique for picture 
division is the Threshold strategy, which in 
view of an edge esteem. This esteem 
transforms a dim scale picture into double 
picture[8].

The primary issue of watershed change is the 
over division. This is because of the 
calculation tendency that is exposed to any 
neighborhood in picture. It also tends to define 
watershed transform lines where each local 
minimum gives rise to a region. As a proposed 
solution for this problem, multiple powerful 
tools are listed in literature[9].

Performance of image segmentation is 
satisfactory. It is comparable to other methods 
that are mostly in use for practicing and 
developing different techniques. Multiple 
factors including intensity, texture, and image 
content are thoroughly dependent in 
segmentation result. Therefore, this shows that 
segmentation methods did not work well for 

one particular image neither for single 
segmentation application that applies to all 
type of images [10].

Over segmentation arises due to noise and 
quantization error problem. Gradient of actual 
picture is destructing the impact of local 
minima from noise while causing quantization 
mistake in result.  After that watershed, 
transformation is applied on gradient image 
[11].

As compared to the impact of last local minima 
from noise or quantization blunder the gradient 
of the actual picture is figured as a 
pre-processing. The watershed change is 
connected on the gradient of image afterwards 
[12].

Morphology is said to be the distribution of 
image handling activities that will handle 
images on their shapes premise. In its 
operation, constructing element used to input 
image to create a same size output image. 
Amid morphological task, worth of each pixel 
made in view of a correlation among relating 
pixel in input image and alongside its 
neighboring images. In order to process image 
depending upon the number of pixels added or 
removed from objects, the size and shape of 
structuring elements are used [13].

As per above-mentioned definitions of 
segmentation, it is clear that the majority of 
thrust is based on determination of appropriate 
homogeneity measure that can distinguish 
objects from each other. Some other examples 
of measure could be spectral, shape, texture 
and contexture. Major part of the techniques 
are connected to remote detecting images 
included from various different spaces like 

Computation of Segmentation Function—at 
this step an image is placed whose darker 
regions act as objects for segmentation.

Figuring Foreground Markers –that means 
these are connected pieces of pixels within 
each object. 

Compute Background Markers—in this phase 
pixels are detected that are not the part of any 
object.

Modification of Segmentation Function 
–modification ensures that it has only minima 
at foreground & background marker locations.

Compute Watershed Transform—this phase 
also ensures modification of segmentation 
function [4].

Morphological Operation

“Morphological image processing is a 
collection of non-linear operations related to 
the shape or morphology of features in an 
image” [5].

Morphological operations utilize 
morphological organizing component with a 
specific end goal to quantify and clean relating 
state of a picture. To achieve goal of 
investigation  diminish picture information and 
to keep essential shape character 
morphological operations are needed.

Dilation:

Dilation expands the original image. It can be 
used for growing features, filling holes and 
gaps. Dilation is a technique, which is used for 
mathematical morphology to enhance or clear 
the image.

Mathematical representation includes:

A dilation of an image X by the structure 
element Y is given by the set operation.

X ⊕ Y = {(p + q) | p ∈ X, q ∈ Y}

Due to dilation, image size increases and this 
will also affect  the boundaries of foreground 
pixels. This also causes the area to grow and 
the holes present in that region will gradually 
become smaller. 

Erosion:

“An erosion (usually represented by      ) of an 
image X by the structure element Y is given by 
the set operation”

Mathematically denoted by

X� Y = {p ∈ Z 2 | (p + q) ∈ X, for every q ∈ Y}

During Erosion, objects start to shrink or may 
become thin in their respective size this is 
because it erodes away the foreground 
boundaries. It will result pixels to shrink in size 
and holes to become larger.

Closing:

Closing involves an enlargement took after by 
disintegration and can be utilized to fill in gaps 
and little holes[6].

Closing operation is a dilation followed by an 
erosion:

X • Y = (X ⊕ Y)      Y

Holes in the foreground that are smaller than H 
will be fill.

Opening:

Opening comprises of a disintegration took 
after by an enlargement and is utilized to kill 
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color image segmentation and medical image 
segmentation and so forth. They intended to 
work well because of the underlying matching 
principle. It has extended the application of 
monochrome (single band) segmentation 
method, which was originally used on medical 
imagery, to color image segmentation (three 
bands)[14].

3. Implementation and Results

This research has implemented the 
marker-based watershed algorithm.  Different 
steps of morphological operations with 
thresholding process are implemented using 
MATLAB on multiple images.  Finally, the 
satisfactory results are obtained. However, 
results are represented in shown below images.

In Figure (1-a) and (1-b)shows the original 
reference and grayscale image. In figure (1-c)  
Sobel filter is applied to take gradient 
magnitude of the image. In figure (1-d) is 
watershed transform of gradient magnitude 
image. In figure (1-e) is using morphological 
operation (opening). In figure (1-f) use 
reconstruct function. In figure (1-g, h) some 
morphological operations are applied. In figure 

(1-i) regional maxima are taken. In figure (1-j) 
take regional maxima superimposed on 
original image. In figure (1-k) modified 
regional maxima (thresholding) is considered. 
In figure (1-l) ridgelines are washed. In figure 
(1-m) Markers and object boundaries 
superimposed on original image. In figure 
(1-n) colored watershed label matrix is 
discussed. In figure (1-o) LRGB superimposed 
transparently on original image.

4. Summary and conclusion:

Marker based solve the problem of over 
segmentation related to watershed model. This 
technique has shown quite comparable results 
for all the pixels. However, this technique is 
only able to manage touched or small overlap 
inside the image though successful for a huge 
overlap. Similarly, more research in this 
discipline might also improve the 
segmentation accuracy and provide higher 
consequences.
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1. Introduction

 The faults in computer systems can 
never be resolved easily; several measures 
have been taken to remove them.  These faults 
can be removed by detecting them that where 

they are present. We need to check out those 
faults again for the confirmation and for 
calculating the down time of faults at the start 
and the end of the fault. There are some 
systems named dependable server system that 
helps to check the failed stop during working 
of a specific task. The fail operation system is 

1. Introduction

 Segmentation of an image can be 
defined as the division or separation of the 
image into regions of similar attributes [1]. 
Major goal of segmentation includes simple 
replacement of an image into something more 
meaningful and simpler to analyze. Typically, 
it is used to differentiate objects in images 
including lines, curves etc. from image 
background. Basic attribute for segmentation 
of color image is monochrome image and color 
component. Some quality or computed 

property are similar to each of the pixels in a 
region. Segmentation procedural goals include 
simplification of image without discarding 
original features of selected image [2].

In this paper, theory of marker- controlled 
watershed transform is discussed and 
algorithm is applied for few test images. To 
improve the quality of watershed algorithm 
and to overwhelm the drawbacks created due 
to over segmentation; different marker- 
controlled approaches are elaborated in this 
paper. A key process in watershed algorithm is 
the construction of operations among 



build detect faults and error by itself to make 
the task fault free.

There is a technique known as Error 
Correction Code (ECC), which that is used to 
remove transient errors in the path of the 
memory and helps in controlling pipelining. 
This implementation also sorts out the error 
lock that is stuck with the transient errors 
simply by doubling the amount of resources 
being used or the cycles. The locking 
mechanism in COTS multicore processors is 
complex for update and requires more working 
[6].

The power management can be synchronized 
along with the performance in step by step 
cycles. Modular system could be helpful in 
detecting the two redundant processes (DMRs) 
that support only the malfunctioning. Triple 
redundancy module (TMR) [3] provides the 
error tolerant facility in multicore processors. 
A multicore processor in COTS architecture 
requires a costly technology for error detection 

and its tolerance, as for high performance we 
need special compilers for unlimited recovery 
abilities.

2. Organization And Working

COTS multicore processors [11] works on 
Transaction synchronization extension (TSX) 
in a reverse form that is used for error 
tolerance. Its flowchart is shown Fig.1 where 
we can see the dependent systems and then 
they further moves towards the impairments 
which shows that how the system is causing an 
interrupt. Means of system shows that are 
where it is hardware error or software error as 
for hardware error we need to reconstruct the 
system again from where it is causing damage 
and for software error we need to validate the 
software or code which is error prone. COTS 
Multicore processor needs several attributes to 
fulfill the requirements of the system and these 
overall working leads to a system that is fault 
free, faultless and tolerant. See Fig.1.

testing is done to regulate the instruction show 
flow. Designing is one of the most important 
thing to be created when we have to work on 
multicore processors, so this is a complex 
phase to be done. 

For checking the hardware design like in multi 
core processors we check whether the 
processors are correctly connected or how they 
can work properly without causing any kind of 
fault [3].

5. Architecture 0f Cots Multicore 
Processors

This is architecture of COTS multicore 
processor, in which there are Processing 
Elements (PE) that implements the front end 
digital filtering using COTS FIR one of the 
filtering application. The PEs form direct link 
with Internet Protocols using interconnection 
network, and a single chip memory for 
temporary storage and one of the internet 
protocol has Built-in Self-Test (BIST) for 
testing the incoming data.

3. Fault Avoidance Or Prevention

System requirements and specification are the 
important factors during the construction along 
with the design models that makes them 
reusable for implementing the formal methods. 
Each COTS multicore processor is built upon 
certain specifications that make, them efficient 
from other systems and along with this it 
should be fault tolerant [10].

3.1. System requirements specification

For the hardware and software system, we 
need to build a set up that is complete of all the 
required means. It should be free of any kind of 
systematic and logical error. Software setup 
should be in a way that maintains a correct 
communication between software engineer 
and a system. Hardware system [11] should 
complete communications while considering 
means of the hardware, technical, mechanical 
and electrical engineering ways. System that 
fulfills all the requirements forms a desired 
system for the user as well as for the firms. 

3.2. Formal methods

Formal methods have been taken into account 
for both hardware and software forms. In 
hardware form these methods help to construct 
a complete system which is dependable. 
Software form is used to maintain the entire 
task whether mathematical or coding and most 
importantly the usage of set of instructions.

These formal methods are used generally for 
small system as COTS multicore processor is a 
huge one so the developers don’t make the use 
of this system anymore, they undergoes some 

of the fault removal techniques for building up 
a system [11].

4. Fault Removal

Fault removal techniques are dependent 
enhancing techniques that work on two basic 
agendas verification and validation. These 
techniques improve software and hardware 
dependability by detecting existing faults, 
using verification and validation (V&V) 
methods, and eliminating the detected faults. 
Fault removal techniques contribute to system 
dependability using testing, formal inspection, 
and formal design proofs [9].

4.1. Testing

This phase is the basic form of getting COTS 
multiprocessor system of testing all the 
requirements that are needed for its 
construction to be working well and then 
setting them and checking out the connection 
they are forming is correct or not [12].

4.2. Inspection

Inspection is very important factor in fault 
removing this is done by the companies that 
want to make system error free and need their 
system to work and flourish well. In this phase 
small groups of people are form which inspects 
the work of their perspective region which is 
being provided to them and they test out all the 
parts and making the system fault-free [7].

4.3. Design

These are related to the formal method that is 
discussed earlier. This is a phase in which 

processors that would be strong enough to not 
cause any kind of damage as for making 
system fault-tolerant in hardware form some 
vendors may use hot-swappable disk when 
there is a risk of disk-failure [1].

7. Approach

7.1. Software centric

The software centric [D.J.Sorin] approach as 
have application and libraries that can cause 
faults, that could be detected by using Sphere 
of Replication (SoR). We can detect that they 
are faulty. Here we uses a technique Process 
Level Redundancy (PLR) [8] which makes the 
software redundant as we have the backup 
available for such fault causing software 
application and libraries.

Fig. 5. Software Centric
 
7.3. Hardware centric 

In hardware centric we have approves, faults in 
the hardware level basically in the processors. 
These faults can be detected by Sphere of 
Replication (SoR) as the processor having the 

faults leaves the boundary of SoR and we can 
make those processors redundant by using 
several techniques in which lock stepping also 
comes [2].

Fig. 6 Hardware Centric

8. Comparison of Software Vs. 
Hardware on Multicore Cots 
Processor Applying Fault 
Tolerance

Given below is the table that is showing a 
comparative analysis on COTS multicore 
processors whether the Software approach is 
convenient to use or hardware is flexible one. 
This table is representing both the levels for 
making the COTS multicore processors to 
work. Using different properties this analysis is 
done.

Fig. 4: Basic COTS Multicore Processor 
Architecture

6. Software vs. Hardware 
Implementation

6.1. Software reuse

Software reuse is very attractive for a variety 
of reasons. Software reusability implies a 
savings in development cost, since it reduces 
the number of components that must be 
originally developed. It is also popular as a 
means of increasing dependability because 
software that has been well exercised is less 
likely to fail (since many faults have already 
been identified and corrected).In addition, 
object-oriented paradigms and techniques 
encourage and support software reusability. 
However, it is important to recognize that 
different measures of dependability may not be 
improved equally by reuse of software [16].

6.2. Hardware reuse

Connections are made for COTS multicore 

In this approach time plays an important role as 
all cores must provide result at the same time 
to ensure the correct result matching. 

12. Software Based Instruction 
Level Fault Tolerance

Later on G.A. Reis et al. Proposed Software 
Based Instruction level Fault Tolerance 
(SWIFT) which is software based 
single-threaded approach for redundancy and 
fault tolerance. SWIFT is a compiler based 
technique using which instructions are 
duplicated at compile time by the compiler and 
some comparison instructions are inserted into 
the program at some strategic points. During 
the execution of program values of both 
instructions are computed twice and compared 
to avoid any effect on the output of the 
program. SWIFT has many improvements 
over prior techniques.  It does not require any 
additional hardware changes rather it uses 
software enhancements. 

13. Recovery

When a fault is detected, it is important to 
recover it before it causes system failure. For a 
fault tolerant system, it is very important to 
implement recovery system also. There are two 
options which can be adopted in order to 
recover from error i.e. error handling, fault 
handling or both can be used for recovery.

Error Handling: In error handling errors are 
removed from the system without removing 
the source of the fault. Two techniques are 
mostly used for error handling i.e. checkpoint 
and repair and other is masking.  In checkpoint 
the state of system is saved after some time 

slots and when an error is detected it is 
rollbacked to its previous state valid state using 
checkpoint. While in masking technique, 
component containing error is masked by 
majority voting on states of other redundant 
components. Then the state of an erroneous 
component may be restored by using the state 
of one of the non-erroneous redundant 
components [4]. It is more efficient technique 
then checkpoint and repair because it does not 
involve rollback.

Fault Handling: Fault handling involves 
isolation of the faulty component and 
recovering the system from the fault. 
Moreover, tasks which were being computed 
on a faulty core need to be reassigned to a 
working core or a spare core. This is known as 
reassignment. Repair of a faulty component 
can be done in a reconfigurable system through 
reconfiguration [16]. Faulty component is 
isolated from the non-faulty components so 
that error is not transferred to other 
components.

14. Conclusion

Multicore processors provide structural 
redundancy which can be exploited by using 
different fault tolerance techniques. There are 
multiple approaches for fault tolerance in 
multicore COTS processors. Some of those 
have been discussed above. Those techniques 
include EDDI, redundancy techniques i.e. 
SMRT, N-Modular approach, Lock stepping 
and SWIFT. There are some pros and cons of 
each technique.

EDDI is the approach that consumes sufficient 
memory because each location of original 
instruction will need a shadow instruction in 

Table 1

9. Redundancy Techniques

There is multiple redundancy techniques used 
for error detection. N-Modular redundancy is 
widely used technique for fault detection in 
multi-core processors in which different cores 
of the processors process the same data in 
isolation and compare results with each other 
in order to check results and detect errors. [6].

A well-known redundancy technique is named 
Dual Modular Redundancy (DMR) which uses 
two elements. The error is detected using DMR 
by comparing results of two elements if these 
are different. There is another technique called 
Triple Modular Redundancy (TMR) which 
detects errors by majority voting. This leads to 
a higher availability, since the system can 
continue the execution by masking the faulty 
element [6]. These techniques further 
classified into spatial and temporal redundancy 
techniques. Spatial redundancy means 
calculation is done on multiple distinct 
elements while temporal redundancy means 

the calculation is performed multiple times. 
Typically spatial locality redundancy is used 
on multi-core which is cost efficient. This can 
be supported by the fact that in multi-core 
systems, all the cores usually are not used at a 
time. Therefor unused cores are used for 
execution of redundant threads for fault 
detection purposes.
  
10. Simultaneous and 
Redundant Multithreading 

Another redundant execution approach is 
Simultaneous and Redundant Multithreading 
(SRT) which uses hardware feature called 
Simultaneous Multithreading (SMT). SMT 
execute copies of a program on two 
independent threads on two physical cores of 
the processor by sharing some resources. The 
two dominant forms of redundant execution 
are lockstep configuration and redundant 
multithreading with loose lock stepping or 
without it. [7]. 

11. Lockstepping

Lock stepping is a hardware based technique 
for fault tolerance. In this technique, processor 
core is responsible for replication of the 
process and multiple processor cores execute 
and computes result for same program. An 
additional hardware module is present to 
replicate program on all processors and 
compare the results. It find differences 
between results and check if they are identical. 
If all the results are same, there is no error. But 
in case if there is any difference in results there 
is an error in execution and comparison 
module then generate a trap signal to the 
processors [6]. 
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the memory. The duplication of memory 
results in significant hardware cost which also 
leads to significant cache cost.

Lock stepping also has some disadvantages 
regarding the processor cores. Basically, the 
need for low level hardware determinism leads 
to restrictions in hardware design. First, Lock 
stepping leads to a huge hardware overhead. 
For fault detection, two entire processor cores 
are required, which duplicates the total 
hardware costs. Second, non-determinism can 
occur in modern off-the shelf hardware. For 
instance, differences in hardware bits lead to a 
Lockstep error, even if they have no effect on 
code execution. Third, clock domain crossing 
leads to asynchronous events, which would 
subverts hardware determinism. Additionally, 
deterministic execution over the entire 
hardware life time cannot be tested but 
implementing at hardware is much more 
preferable by considering fault tolerance.
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neighboring regions for that purpose 
morphological operations are most valuable.

This process consists of three phases. The first 
phase is the image pre-processing. Irrelevant  
information from the image is removed from 
the first stage. Initial object discrimination 
becomes the second stage. Groups are entirely 
isolated into objects with similar attributes. In 
the third stage, i.e. object boundary cleanup, 
object boundaries are reduced to single-pixel 
widths. In the past years, image segmentation 
have been developed by several popular 
methods. “Segmentation of an image is the 
division or separation of the image into parts of 
similar attribute”[3]. 

This paper is divided into multiple sections. 
Section I contains basic introduction of 
research problem statement, section II will 
explain the related work, Section III explains 
research methodology/ basic implementation 
of solution to problem and Section IV will 
conclude the research findings and future work 
will be explained.

Watershed Transformation:

The watershed transform has captivating 
properties that make it valuable for different 
image division applications. In the light of 
scientific morphology, this transformation is 
considered as a capable apparatus for image 
division. Isolating objects can be changed into 
a watershed. This transformation considers 
gradient magnitude of image as a topographic 
layer. Region wise boundaries represent pixels 
having highest Gradient Magnitude Intensities 
(GMI’s) related with watershed lines. Water 
placed on any pixel enclosed by a common 
watershed line flows downhill to a common 

Local Intensity Minimum (LIM). A segment is 
represented when pixels draining to a common 
minimum form  a catch basin. This procedure 
closes when the water level has achieved the 
most.

Marker Controlled Watershed 
Segmentation:

The issue of over segmentation is experienced 
by watershed segmentation. The perfect 
answer for this issue is markers-based 
segmentation. A marker consists of segment 
having a place with an image. Determination 
of marker involves two stages. Image is 
preprocessed and characterized to select a 
marker. A typical technique for marker 
determination can be a morphological edge 
administrator. It can be accomplished by a 
morphologic remaking with recursive 
disintegration (erosion) from the regional 
minima.

This strategy is derived from the way that  
segmentation was the expensive number of 
potential minima. Because of their little size, 
the majority of these minima can be disposed. 
Two techniques could be utilized by limiting 
the impact of little spatial points of interest. 
With the smoothening channel, image can be 
separated e.g. Gaussian channel. Notwith- 
standing, morphological operations can 
accomplish better outcomes and are utilized as 
a part of this paper. Finally, in the wake of 
making the marker picture, the watershed 
segmentation of the binary image 
demonstrating the watershed lines can be super 
forced on the original image.

Following algorithm explains the steps for 
Marker-controlled watershed segmentation.

all pixels in districts that are excessively 
minute, making it impossible to incorporate 
the organizing component [7].

Opening operation is an erosion followed by a 
dilation:

X ◦ Y = (X      Y) ⊕ Y

A frequent call is made against structuring 
element because image is responsible to 
question for looking small objects to pull out of 
image. Lost background remains part of 
structures that are smaller than H structure. 
Eventually, elements will disappear.

2. Related work

The least difficult technique for picture 
division is the Threshold strategy, which in 
view of an edge esteem. This esteem 
transforms a dim scale picture into double 
picture[8].

The primary issue of watershed change is the 
over division. This is because of the 
calculation tendency that is exposed to any 
neighborhood in picture. It also tends to define 
watershed transform lines where each local 
minimum gives rise to a region. As a proposed 
solution for this problem, multiple powerful 
tools are listed in literature[9].

Performance of image segmentation is 
satisfactory. It is comparable to other methods 
that are mostly in use for practicing and 
developing different techniques. Multiple 
factors including intensity, texture, and image 
content are thoroughly dependent in 
segmentation result. Therefore, this shows that 
segmentation methods did not work well for 

one particular image neither for single 
segmentation application that applies to all 
type of images [10].

Over segmentation arises due to noise and 
quantization error problem. Gradient of actual 
picture is destructing the impact of local 
minima from noise while causing quantization 
mistake in result.  After that watershed, 
transformation is applied on gradient image 
[11].

As compared to the impact of last local minima 
from noise or quantization blunder the gradient 
of the actual picture is figured as a 
pre-processing. The watershed change is 
connected on the gradient of image afterwards 
[12].

Morphology is said to be the distribution of 
image handling activities that will handle 
images on their shapes premise. In its 
operation, constructing element used to input 
image to create a same size output image. 
Amid morphological task, worth of each pixel 
made in view of a correlation among relating 
pixel in input image and alongside its 
neighboring images. In order to process image 
depending upon the number of pixels added or 
removed from objects, the size and shape of 
structuring elements are used [13].

As per above-mentioned definitions of 
segmentation, it is clear that the majority of 
thrust is based on determination of appropriate 
homogeneity measure that can distinguish 
objects from each other. Some other examples 
of measure could be spectral, shape, texture 
and contexture. Major part of the techniques 
are connected to remote detecting images 
included from various different spaces like 

Computation of Segmentation Function—at 
this step an image is placed whose darker 
regions act as objects for segmentation.

Figuring Foreground Markers –that means 
these are connected pieces of pixels within 
each object. 

Compute Background Markers—in this phase 
pixels are detected that are not the part of any 
object.

Modification of Segmentation Function 
–modification ensures that it has only minima 
at foreground & background marker locations.

Compute Watershed Transform—this phase 
also ensures modification of segmentation 
function [4].

Morphological Operation

“Morphological image processing is a 
collection of non-linear operations related to 
the shape or morphology of features in an 
image” [5].

Morphological operations utilize 
morphological organizing component with a 
specific end goal to quantify and clean relating 
state of a picture. To achieve goal of 
investigation  diminish picture information and 
to keep essential shape character 
morphological operations are needed.

Dilation:

Dilation expands the original image. It can be 
used for growing features, filling holes and 
gaps. Dilation is a technique, which is used for 
mathematical morphology to enhance or clear 
the image.

Mathematical representation includes:

A dilation of an image X by the structure 
element Y is given by the set operation.

X ⊕ Y = {(p + q) | p ∈ X, q ∈ Y}

Due to dilation, image size increases and this 
will also affect  the boundaries of foreground 
pixels. This also causes the area to grow and 
the holes present in that region will gradually 
become smaller. 

Erosion:

“An erosion (usually represented by      ) of an 
image X by the structure element Y is given by 
the set operation”

Mathematically denoted by

X� Y = {p ∈ Z 2 | (p + q) ∈ X, for every q ∈ Y}

During Erosion, objects start to shrink or may 
become thin in their respective size this is 
because it erodes away the foreground 
boundaries. It will result pixels to shrink in size 
and holes to become larger.

Closing:

Closing involves an enlargement took after by 
disintegration and can be utilized to fill in gaps 
and little holes[6].

Closing operation is a dilation followed by an 
erosion:

X • Y = (X ⊕ Y)      Y

Holes in the foreground that are smaller than H 
will be fill.

Opening:

Opening comprises of a disintegration took 
after by an enlargement and is utilized to kill 
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color image segmentation and medical image 
segmentation and so forth. They intended to 
work well because of the underlying matching 
principle. It has extended the application of 
monochrome (single band) segmentation 
method, which was originally used on medical 
imagery, to color image segmentation (three 
bands)[14].

3. Implementation and Results

This research has implemented the 
marker-based watershed algorithm.  Different 
steps of morphological operations with 
thresholding process are implemented using 
MATLAB on multiple images.  Finally, the 
satisfactory results are obtained. However, 
results are represented in shown below images.

In Figure (1-a) and (1-b)shows the original 
reference and grayscale image. In figure (1-c)  
Sobel filter is applied to take gradient 
magnitude of the image. In figure (1-d) is 
watershed transform of gradient magnitude 
image. In figure (1-e) is using morphological 
operation (opening). In figure (1-f) use 
reconstruct function. In figure (1-g, h) some 
morphological operations are applied. In figure 

(1-i) regional maxima are taken. In figure (1-j) 
take regional maxima superimposed on 
original image. In figure (1-k) modified 
regional maxima (thresholding) is considered. 
In figure (1-l) ridgelines are washed. In figure 
(1-m) Markers and object boundaries 
superimposed on original image. In figure 
(1-n) colored watershed label matrix is 
discussed. In figure (1-o) LRGB superimposed 
transparently on original image.

4. Summary and conclusion:

Marker based solve the problem of over 
segmentation related to watershed model. This 
technique has shown quite comparable results 
for all the pixels. However, this technique is 
only able to manage touched or small overlap 
inside the image though successful for a huge 
overlap. Similarly, more research in this 
discipline might also improve the 
segmentation accuracy and provide higher 
consequences.
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1. Introduction

 The faults in computer systems can 
never be resolved easily; several measures 
have been taken to remove them.  These faults 
can be removed by detecting them that where 

they are present. We need to check out those 
faults again for the confirmation and for 
calculating the down time of faults at the start 
and the end of the fault. There are some 
systems named dependable server system that 
helps to check the failed stop during working 
of a specific task. The fail operation system is 

1. Introduction

 Segmentation of an image can be 
defined as the division or separation of the 
image into regions of similar attributes [1]. 
Major goal of segmentation includes simple 
replacement of an image into something more 
meaningful and simpler to analyze. Typically, 
it is used to differentiate objects in images 
including lines, curves etc. from image 
background. Basic attribute for segmentation 
of color image is monochrome image and color 
component. Some quality or computed 

property are similar to each of the pixels in a 
region. Segmentation procedural goals include 
simplification of image without discarding 
original features of selected image [2].

In this paper, theory of marker- controlled 
watershed transform is discussed and 
algorithm is applied for few test images. To 
improve the quality of watershed algorithm 
and to overwhelm the drawbacks created due 
to over segmentation; different marker- 
controlled approaches are elaborated in this 
paper. A key process in watershed algorithm is 
the construction of operations among 
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build detect faults and error by itself to make 
the task fault free.

There is a technique known as Error 
Correction Code (ECC), which that is used to 
remove transient errors in the path of the 
memory and helps in controlling pipelining. 
This implementation also sorts out the error 
lock that is stuck with the transient errors 
simply by doubling the amount of resources 
being used or the cycles. The locking 
mechanism in COTS multicore processors is 
complex for update and requires more working 
[6].

The power management can be synchronized 
along with the performance in step by step 
cycles. Modular system could be helpful in 
detecting the two redundant processes (DMRs) 
that support only the malfunctioning. Triple 
redundancy module (TMR) [3] provides the 
error tolerant facility in multicore processors. 
A multicore processor in COTS architecture 
requires a costly technology for error detection 

and its tolerance, as for high performance we 
need special compilers for unlimited recovery 
abilities.

2. Organization And Working

COTS multicore processors [11] works on 
Transaction synchronization extension (TSX) 
in a reverse form that is used for error 
tolerance. Its flowchart is shown Fig.1 where 
we can see the dependent systems and then 
they further moves towards the impairments 
which shows that how the system is causing an 
interrupt. Means of system shows that are 
where it is hardware error or software error as 
for hardware error we need to reconstruct the 
system again from where it is causing damage 
and for software error we need to validate the 
software or code which is error prone. COTS 
Multicore processor needs several attributes to 
fulfill the requirements of the system and these 
overall working leads to a system that is fault 
free, faultless and tolerant. See Fig.1.

testing is done to regulate the instruction show 
flow. Designing is one of the most important 
thing to be created when we have to work on 
multicore processors, so this is a complex 
phase to be done. 

For checking the hardware design like in multi 
core processors we check whether the 
processors are correctly connected or how they 
can work properly without causing any kind of 
fault [3].

5. Architecture 0f Cots Multicore 
Processors

This is architecture of COTS multicore 
processor, in which there are Processing 
Elements (PE) that implements the front end 
digital filtering using COTS FIR one of the 
filtering application. The PEs form direct link 
with Internet Protocols using interconnection 
network, and a single chip memory for 
temporary storage and one of the internet 
protocol has Built-in Self-Test (BIST) for 
testing the incoming data.

3. Fault Avoidance Or Prevention

System requirements and specification are the 
important factors during the construction along 
with the design models that makes them 
reusable for implementing the formal methods. 
Each COTS multicore processor is built upon 
certain specifications that make, them efficient 
from other systems and along with this it 
should be fault tolerant [10].

3.1. System requirements specification

For the hardware and software system, we 
need to build a set up that is complete of all the 
required means. It should be free of any kind of 
systematic and logical error. Software setup 
should be in a way that maintains a correct 
communication between software engineer 
and a system. Hardware system [11] should 
complete communications while considering 
means of the hardware, technical, mechanical 
and electrical engineering ways. System that 
fulfills all the requirements forms a desired 
system for the user as well as for the firms. 

3.2. Formal methods

Formal methods have been taken into account 
for both hardware and software forms. In 
hardware form these methods help to construct 
a complete system which is dependable. 
Software form is used to maintain the entire 
task whether mathematical or coding and most 
importantly the usage of set of instructions.

These formal methods are used generally for 
small system as COTS multicore processor is a 
huge one so the developers don’t make the use 
of this system anymore, they undergoes some 

of the fault removal techniques for building up 
a system [11].

4. Fault Removal

Fault removal techniques are dependent 
enhancing techniques that work on two basic 
agendas verification and validation. These 
techniques improve software and hardware 
dependability by detecting existing faults, 
using verification and validation (V&V) 
methods, and eliminating the detected faults. 
Fault removal techniques contribute to system 
dependability using testing, formal inspection, 
and formal design proofs [9].

4.1. Testing

This phase is the basic form of getting COTS 
multiprocessor system of testing all the 
requirements that are needed for its 
construction to be working well and then 
setting them and checking out the connection 
they are forming is correct or not [12].

4.2. Inspection

Inspection is very important factor in fault 
removing this is done by the companies that 
want to make system error free and need their 
system to work and flourish well. In this phase 
small groups of people are form which inspects 
the work of their perspective region which is 
being provided to them and they test out all the 
parts and making the system fault-free [7].

4.3. Design

These are related to the formal method that is 
discussed earlier. This is a phase in which 

processors that would be strong enough to not 
cause any kind of damage as for making 
system fault-tolerant in hardware form some 
vendors may use hot-swappable disk when 
there is a risk of disk-failure [1].

7. Approach

7.1. Software centric

The software centric [D.J.Sorin] approach as 
have application and libraries that can cause 
faults, that could be detected by using Sphere 
of Replication (SoR). We can detect that they 
are faulty. Here we uses a technique Process 
Level Redundancy (PLR) [8] which makes the 
software redundant as we have the backup 
available for such fault causing software 
application and libraries.

Fig. 5. Software Centric
 
7.3. Hardware centric 

In hardware centric we have approves, faults in 
the hardware level basically in the processors. 
These faults can be detected by Sphere of 
Replication (SoR) as the processor having the 

faults leaves the boundary of SoR and we can 
make those processors redundant by using 
several techniques in which lock stepping also 
comes [2].

Fig. 6 Hardware Centric

8. Comparison of Software Vs. 
Hardware on Multicore Cots 
Processor Applying Fault 
Tolerance

Given below is the table that is showing a 
comparative analysis on COTS multicore 
processors whether the Software approach is 
convenient to use or hardware is flexible one. 
This table is representing both the levels for 
making the COTS multicore processors to 
work. Using different properties this analysis is 
done.

Fig. 4: Basic COTS Multicore Processor 
Architecture

6. Software vs. Hardware 
Implementation

6.1. Software reuse

Software reuse is very attractive for a variety 
of reasons. Software reusability implies a 
savings in development cost, since it reduces 
the number of components that must be 
originally developed. It is also popular as a 
means of increasing dependability because 
software that has been well exercised is less 
likely to fail (since many faults have already 
been identified and corrected).In addition, 
object-oriented paradigms and techniques 
encourage and support software reusability. 
However, it is important to recognize that 
different measures of dependability may not be 
improved equally by reuse of software [16].

6.2. Hardware reuse

Connections are made for COTS multicore 

In this approach time plays an important role as 
all cores must provide result at the same time 
to ensure the correct result matching. 

12. Software Based Instruction 
Level Fault Tolerance

Later on G.A. Reis et al. Proposed Software 
Based Instruction level Fault Tolerance 
(SWIFT) which is software based 
single-threaded approach for redundancy and 
fault tolerance. SWIFT is a compiler based 
technique using which instructions are 
duplicated at compile time by the compiler and 
some comparison instructions are inserted into 
the program at some strategic points. During 
the execution of program values of both 
instructions are computed twice and compared 
to avoid any effect on the output of the 
program. SWIFT has many improvements 
over prior techniques.  It does not require any 
additional hardware changes rather it uses 
software enhancements. 

13. Recovery

When a fault is detected, it is important to 
recover it before it causes system failure. For a 
fault tolerant system, it is very important to 
implement recovery system also. There are two 
options which can be adopted in order to 
recover from error i.e. error handling, fault 
handling or both can be used for recovery.

Error Handling: In error handling errors are 
removed from the system without removing 
the source of the fault. Two techniques are 
mostly used for error handling i.e. checkpoint 
and repair and other is masking.  In checkpoint 
the state of system is saved after some time 

slots and when an error is detected it is 
rollbacked to its previous state valid state using 
checkpoint. While in masking technique, 
component containing error is masked by 
majority voting on states of other redundant 
components. Then the state of an erroneous 
component may be restored by using the state 
of one of the non-erroneous redundant 
components [4]. It is more efficient technique 
then checkpoint and repair because it does not 
involve rollback.

Fault Handling: Fault handling involves 
isolation of the faulty component and 
recovering the system from the fault. 
Moreover, tasks which were being computed 
on a faulty core need to be reassigned to a 
working core or a spare core. This is known as 
reassignment. Repair of a faulty component 
can be done in a reconfigurable system through 
reconfiguration [16]. Faulty component is 
isolated from the non-faulty components so 
that error is not transferred to other 
components.

14. Conclusion

Multicore processors provide structural 
redundancy which can be exploited by using 
different fault tolerance techniques. There are 
multiple approaches for fault tolerance in 
multicore COTS processors. Some of those 
have been discussed above. Those techniques 
include EDDI, redundancy techniques i.e. 
SMRT, N-Modular approach, Lock stepping 
and SWIFT. There are some pros and cons of 
each technique.

EDDI is the approach that consumes sufficient 
memory because each location of original 
instruction will need a shadow instruction in 

Table 1

9. Redundancy Techniques

There is multiple redundancy techniques used 
for error detection. N-Modular redundancy is 
widely used technique for fault detection in 
multi-core processors in which different cores 
of the processors process the same data in 
isolation and compare results with each other 
in order to check results and detect errors. [6].

A well-known redundancy technique is named 
Dual Modular Redundancy (DMR) which uses 
two elements. The error is detected using DMR 
by comparing results of two elements if these 
are different. There is another technique called 
Triple Modular Redundancy (TMR) which 
detects errors by majority voting. This leads to 
a higher availability, since the system can 
continue the execution by masking the faulty 
element [6]. These techniques further 
classified into spatial and temporal redundancy 
techniques. Spatial redundancy means 
calculation is done on multiple distinct 
elements while temporal redundancy means 

the calculation is performed multiple times. 
Typically spatial locality redundancy is used 
on multi-core which is cost efficient. This can 
be supported by the fact that in multi-core 
systems, all the cores usually are not used at a 
time. Therefor unused cores are used for 
execution of redundant threads for fault 
detection purposes.
  
10. Simultaneous and 
Redundant Multithreading 

Another redundant execution approach is 
Simultaneous and Redundant Multithreading 
(SRT) which uses hardware feature called 
Simultaneous Multithreading (SMT). SMT 
execute copies of a program on two 
independent threads on two physical cores of 
the processor by sharing some resources. The 
two dominant forms of redundant execution 
are lockstep configuration and redundant 
multithreading with loose lock stepping or 
without it. [7]. 

11. Lockstepping

Lock stepping is a hardware based technique 
for fault tolerance. In this technique, processor 
core is responsible for replication of the 
process and multiple processor cores execute 
and computes result for same program. An 
additional hardware module is present to 
replicate program on all processors and 
compare the results. It find differences 
between results and check if they are identical. 
If all the results are same, there is no error. But 
in case if there is any difference in results there 
is an error in execution and comparison 
module then generate a trap signal to the 
processors [6]. 
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the memory. The duplication of memory 
results in significant hardware cost which also 
leads to significant cache cost.

Lock stepping also has some disadvantages 
regarding the processor cores. Basically, the 
need for low level hardware determinism leads 
to restrictions in hardware design. First, Lock 
stepping leads to a huge hardware overhead. 
For fault detection, two entire processor cores 
are required, which duplicates the total 
hardware costs. Second, non-determinism can 
occur in modern off-the shelf hardware. For 
instance, differences in hardware bits lead to a 
Lockstep error, even if they have no effect on 
code execution. Third, clock domain crossing 
leads to asynchronous events, which would 
subverts hardware determinism. Additionally, 
deterministic execution over the entire 
hardware life time cannot be tested but 
implementing at hardware is much more 
preferable by considering fault tolerance.
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neighboring regions for that purpose 
morphological operations are most valuable.

This process consists of three phases. The first 
phase is the image pre-processing. Irrelevant  
information from the image is removed from 
the first stage. Initial object discrimination 
becomes the second stage. Groups are entirely 
isolated into objects with similar attributes. In 
the third stage, i.e. object boundary cleanup, 
object boundaries are reduced to single-pixel 
widths. In the past years, image segmentation 
have been developed by several popular 
methods. “Segmentation of an image is the 
division or separation of the image into parts of 
similar attribute”[3]. 

This paper is divided into multiple sections. 
Section I contains basic introduction of 
research problem statement, section II will 
explain the related work, Section III explains 
research methodology/ basic implementation 
of solution to problem and Section IV will 
conclude the research findings and future work 
will be explained.

Watershed Transformation:

The watershed transform has captivating 
properties that make it valuable for different 
image division applications. In the light of 
scientific morphology, this transformation is 
considered as a capable apparatus for image 
division. Isolating objects can be changed into 
a watershed. This transformation considers 
gradient magnitude of image as a topographic 
layer. Region wise boundaries represent pixels 
having highest Gradient Magnitude Intensities 
(GMI’s) related with watershed lines. Water 
placed on any pixel enclosed by a common 
watershed line flows downhill to a common 

Local Intensity Minimum (LIM). A segment is 
represented when pixels draining to a common 
minimum form  a catch basin. This procedure 
closes when the water level has achieved the 
most.

Marker Controlled Watershed 
Segmentation:

The issue of over segmentation is experienced 
by watershed segmentation. The perfect 
answer for this issue is markers-based 
segmentation. A marker consists of segment 
having a place with an image. Determination 
of marker involves two stages. Image is 
preprocessed and characterized to select a 
marker. A typical technique for marker 
determination can be a morphological edge 
administrator. It can be accomplished by a 
morphologic remaking with recursive 
disintegration (erosion) from the regional 
minima.

This strategy is derived from the way that  
segmentation was the expensive number of 
potential minima. Because of their little size, 
the majority of these minima can be disposed. 
Two techniques could be utilized by limiting 
the impact of little spatial points of interest. 
With the smoothening channel, image can be 
separated e.g. Gaussian channel. Notwith- 
standing, morphological operations can 
accomplish better outcomes and are utilized as 
a part of this paper. Finally, in the wake of 
making the marker picture, the watershed 
segmentation of the binary image 
demonstrating the watershed lines can be super 
forced on the original image.

Following algorithm explains the steps for 
Marker-controlled watershed segmentation.

all pixels in districts that are excessively 
minute, making it impossible to incorporate 
the organizing component [7].

Opening operation is an erosion followed by a 
dilation:

X ◦ Y = (X      Y) ⊕ Y

A frequent call is made against structuring 
element because image is responsible to 
question for looking small objects to pull out of 
image. Lost background remains part of 
structures that are smaller than H structure. 
Eventually, elements will disappear.

2. Related work

The least difficult technique for picture 
division is the Threshold strategy, which in 
view of an edge esteem. This esteem 
transforms a dim scale picture into double 
picture[8].

The primary issue of watershed change is the 
over division. This is because of the 
calculation tendency that is exposed to any 
neighborhood in picture. It also tends to define 
watershed transform lines where each local 
minimum gives rise to a region. As a proposed 
solution for this problem, multiple powerful 
tools are listed in literature[9].

Performance of image segmentation is 
satisfactory. It is comparable to other methods 
that are mostly in use for practicing and 
developing different techniques. Multiple 
factors including intensity, texture, and image 
content are thoroughly dependent in 
segmentation result. Therefore, this shows that 
segmentation methods did not work well for 

one particular image neither for single 
segmentation application that applies to all 
type of images [10].

Over segmentation arises due to noise and 
quantization error problem. Gradient of actual 
picture is destructing the impact of local 
minima from noise while causing quantization 
mistake in result.  After that watershed, 
transformation is applied on gradient image 
[11].

As compared to the impact of last local minima 
from noise or quantization blunder the gradient 
of the actual picture is figured as a 
pre-processing. The watershed change is 
connected on the gradient of image afterwards 
[12].

Morphology is said to be the distribution of 
image handling activities that will handle 
images on their shapes premise. In its 
operation, constructing element used to input 
image to create a same size output image. 
Amid morphological task, worth of each pixel 
made in view of a correlation among relating 
pixel in input image and alongside its 
neighboring images. In order to process image 
depending upon the number of pixels added or 
removed from objects, the size and shape of 
structuring elements are used [13].

As per above-mentioned definitions of 
segmentation, it is clear that the majority of 
thrust is based on determination of appropriate 
homogeneity measure that can distinguish 
objects from each other. Some other examples 
of measure could be spectral, shape, texture 
and contexture. Major part of the techniques 
are connected to remote detecting images 
included from various different spaces like 

Computation of Segmentation Function—at 
this step an image is placed whose darker 
regions act as objects for segmentation.

Figuring Foreground Markers –that means 
these are connected pieces of pixels within 
each object. 

Compute Background Markers—in this phase 
pixels are detected that are not the part of any 
object.

Modification of Segmentation Function 
–modification ensures that it has only minima 
at foreground & background marker locations.

Compute Watershed Transform—this phase 
also ensures modification of segmentation 
function [4].

Morphological Operation

“Morphological image processing is a 
collection of non-linear operations related to 
the shape or morphology of features in an 
image” [5].

Morphological operations utilize 
morphological organizing component with a 
specific end goal to quantify and clean relating 
state of a picture. To achieve goal of 
investigation  diminish picture information and 
to keep essential shape character 
morphological operations are needed.

Dilation:

Dilation expands the original image. It can be 
used for growing features, filling holes and 
gaps. Dilation is a technique, which is used for 
mathematical morphology to enhance or clear 
the image.

Mathematical representation includes:

A dilation of an image X by the structure 
element Y is given by the set operation.

X ⊕ Y = {(p + q) | p ∈ X, q ∈ Y}

Due to dilation, image size increases and this 
will also affect  the boundaries of foreground 
pixels. This also causes the area to grow and 
the holes present in that region will gradually 
become smaller. 

Erosion:

“An erosion (usually represented by      ) of an 
image X by the structure element Y is given by 
the set operation”

Mathematically denoted by

X� Y = {p ∈ Z 2 | (p + q) ∈ X, for every q ∈ Y}

During Erosion, objects start to shrink or may 
become thin in their respective size this is 
because it erodes away the foreground 
boundaries. It will result pixels to shrink in size 
and holes to become larger.

Closing:

Closing involves an enlargement took after by 
disintegration and can be utilized to fill in gaps 
and little holes[6].

Closing operation is a dilation followed by an 
erosion:

X • Y = (X ⊕ Y)      Y

Holes in the foreground that are smaller than H 
will be fill.

Opening:

Opening comprises of a disintegration took 
after by an enlargement and is utilized to kill 
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color image segmentation and medical image 
segmentation and so forth. They intended to 
work well because of the underlying matching 
principle. It has extended the application of 
monochrome (single band) segmentation 
method, which was originally used on medical 
imagery, to color image segmentation (three 
bands)[14].

3. Implementation and Results

This research has implemented the 
marker-based watershed algorithm.  Different 
steps of morphological operations with 
thresholding process are implemented using 
MATLAB on multiple images.  Finally, the 
satisfactory results are obtained. However, 
results are represented in shown below images.

In Figure (1-a) and (1-b)shows the original 
reference and grayscale image. In figure (1-c)  
Sobel filter is applied to take gradient 
magnitude of the image. In figure (1-d) is 
watershed transform of gradient magnitude 
image. In figure (1-e) is using morphological 
operation (opening). In figure (1-f) use 
reconstruct function. In figure (1-g, h) some 
morphological operations are applied. In figure 

(1-i) regional maxima are taken. In figure (1-j) 
take regional maxima superimposed on 
original image. In figure (1-k) modified 
regional maxima (thresholding) is considered. 
In figure (1-l) ridgelines are washed. In figure 
(1-m) Markers and object boundaries 
superimposed on original image. In figure 
(1-n) colored watershed label matrix is 
discussed. In figure (1-o) LRGB superimposed 
transparently on original image.

4. Summary and conclusion:

Marker based solve the problem of over 
segmentation related to watershed model. This 
technique has shown quite comparable results 
for all the pixels. However, this technique is 
only able to manage touched or small overlap 
inside the image though successful for a huge 
overlap. Similarly, more research in this 
discipline might also improve the 
segmentation accuracy and provide higher 
consequences.
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1. Introduction

 The faults in computer systems can 
never be resolved easily; several measures 
have been taken to remove them.  These faults 
can be removed by detecting them that where 

they are present. We need to check out those 
faults again for the confirmation and for 
calculating the down time of faults at the start 
and the end of the fault. There are some 
systems named dependable server system that 
helps to check the failed stop during working 
of a specific task. The fail operation system is 

1. Introduction

 Segmentation of an image can be 
defined as the division or separation of the 
image into regions of similar attributes [1]. 
Major goal of segmentation includes simple 
replacement of an image into something more 
meaningful and simpler to analyze. Typically, 
it is used to differentiate objects in images 
including lines, curves etc. from image 
background. Basic attribute for segmentation 
of color image is monochrome image and color 
component. Some quality or computed 

property are similar to each of the pixels in a 
region. Segmentation procedural goals include 
simplification of image without discarding 
original features of selected image [2].

In this paper, theory of marker- controlled 
watershed transform is discussed and 
algorithm is applied for few test images. To 
improve the quality of watershed algorithm 
and to overwhelm the drawbacks created due 
to over segmentation; different marker- 
controlled approaches are elaborated in this 
paper. A key process in watershed algorithm is 
the construction of operations among 


