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ABSTRACT 
 

The missing values in the datasets are a problem that will decrease the machine learning performance. New methods are 

recommended every day to overcome this problem. The methods of statistical, machine learning, evolutionary and deep 

learning are among these methods. Although deep learning methods is one of the popular subjects of today, there are limited 

studies in the missing data imputation. Several deep learning techniques have been used to handling missing data, one of them 

is the autoencoder and its denoising and stacked variants. In this study, the missing value in three different real-world datasets 

was estimated by using denoising autoencoder (DAE), k-nearest neighbor (kNN) and multivariate imputation by chained 

equations (MICE) methods. The estimation success of the methods was compared according to the root mean square error 

(RMSE) criterion. It was observed that the DAE method was more successful than other statistical methods in estimating the 

missing values for large datasets. 
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1. INTRODUCTION 
 

Deep learning is a member of the machine learning family, and its popularity has increased considerably 

in recent years. Deep learning is a highly effective method in the training of very large and complex 

probabilistic models and the ability to train these systems. Thanks to the latest developments in deep 

learning, technology has achieved great results in many areas [1]. Especially, deep neural networks 

provide very good results when compared to other traditional approaches. It autoencoder (AE), which 

is a derivative of artificial neural networks, consists of three layers; input layer, hidden layer and output 

layer. A simple AE structure is shown in Figure 1. 

 

 
 

Figure 1. The structure of AE  

 

Because the AE uses the same input dataset as the output of the network, it does not require labels 

containing the class information in the dataset. Therefore, it is an unsupervised machine learning 

method. The structure of AE consists by encoder and decoder parts. A sample AE neural architecture 

with an attribute number of 7 and 4 neurons in the hidden layer is as in Figure 2. The AE has a feed 

forward structure and it can have multiple hidden layers. The main purpose in the AE model is to try to 

recreate the value of xi in the input layer in the output layer xi'. The weights (w, w') are continuously 

updated by means of the back propagation algorithm in order to make these two values come close 

together. In the AE, the size of the output layer is equal to the size of the input layer. This is the most 

fundamental difference that distinguishes the autoencoder from the traditional neural network. While 

the encoder part reduces the multidimensional input information to small dimensions, the decoder part 

returns the data back to its original structure [2, 3]. 

https://orcid.org/0000-0001-7958-7251


Cihan / Eskişehir Technical Univ. J. of Sci. and Tech. B – Theo. Sci. 8 (2) – 2020 
 

337 

 
 

Figure 2. Sample of AE neural architecture [4]  

 

In the literature, the AE are used in many applications such as noise reduction [5], data compression [6, 

7], abnormal pattern detection [8], outlier detection [9], data visualization [10], speech recognition [11]. 

The stacked autoencoder (SAE) and the denoising autoencoder (DAE) are AEs version. Although these 

methods have been developed for other purposes, they have recently become successful methods of 

handling missing data [12]. 
 

There are several ways to handle missing data (Figure 3): Case deletion, imputation of missing values, 

model-based procedures and machine learning methods. Although all of these methods have the 

advantage and disadvantage, recently, these methods are frequently used in the literature for handling 

missing values. These approaches are usually based on statistics and machine learning, and the missing 

values are replaced with plausible values. In statistical methods, missing values are imputed with values 

such as mean/median of missing values without creating a predictive model. In machine learning based 

techniques, a predictive model is created using the complete data and the missing values are imputed 

with the result of this model. 
 

 
  

Figure 3. Methods for handle missing values (adapted from [13]) 



Cihan / Eskişehir Technical Univ. J. of Sci. and Tech. B – Theo. Sci. 8 (2) – 2020 
 

338 

Nowadays, even though deep learning techniques still popular [1], the imputation of the missing values 

with these methods does not receive enough attention. When missing values in very large datasets are 

imputed by non-model based methods such as kNN, SVM, SOM, it causes serious disadvantages in 

terms of computational cost. 
 

Recently, imputation of missing values using by the neural network based methods show the up and 

upward momentum. One of the most suitable architectures for this purpose is AEs. This type of network 

learns a representation of the data in the input layer and tries to reproduce it on the output layer. By 

doing this, the model can learn from missing data and generate new reasonable values for those that are 

missing. In this study, the missing value imputation studies by using the AEs will be examined and the 

studies will be compared to how the AE performs according to the other missing value imputation 

methods. In addition, missing values in three different datasets will be estimated by using DAE, KNN 

and MICE methods and the prediction success of these methods will be compared according to RMSE. 
 

2. RELATED WORK 
 

Duan et al. [14] traffic data was used in the study and the dataset was taken from Caltrans Performance 

Measurement System (PeMS). Missing values at rates 1 - 90% were simulated on dataset. The missing 

values in the dataset have been imputed by the stacked denoising autoencoder (SDAE) and the artificial 

neural network (ANN). According to the RMSE and mean absolute error (MAE) criteria, the SDAE 

method was found to be more successful than the ANN method. As a result of the study, the authors 

reported that the deep learning method was a good method for imputing the traffic dataset. 
 

Duan et al. [15] expanding their previous work and compare the proposed SDAE method with different 

imputation methods. In the study, missing data at rates of 5 - 50% were generated on traffic data. They 

have compared the proposed SDAE method with the history model, the integrated moving average 

(ARIMA) and the BP neural network model. As a result of the study, they concluded that SDAE method 

once again performed better to other methods. 
 

Gondara and Wang [16] compared DAE with the MICE method. They used synthetic and real-world 

datasets which taken from UC Irvine Machine Learning Repository (UCI). 60% and 80% missing values 

are simulated under the Missing completely at random (MCAR) and missing not at random (MNAR) 

mechanism. As a result of the study it has been reported that according to the RMSE and accuracy 

criteria, the DAE method perform better result in both datasets. 
 

Gondara and Wang [17] work is very similar to the previous study. There are two different missing data 

scenarios in this study. One, all features are set to missing values that is uniform synthetic production. 

Other, half of the features are set to missing values that is random synthetic generation. The results 

reported that the DAE approach was more successful than MICE in all the uniform scenarios and in 7 

cases for the random scenario. 
 

Beaulieu-Jones and Moore [18] stated that the missing data is very common in the field of electronic 

health records and this situation creates difficulties. They used ALS EHR dataset taken from pooled 

resource open-access ALS clinical trials (PRO-ACT). In the study, missing data at rates of 10 – 50% 

were simulated on the ALS EHR dataset. AE approach was compared with mean, median, SoftImpute, 

kNN and SVD methods. As a result of the study it has been reported that the AE method was more 

successful than other methods. 
 

Zhao et al. [19] proposed a fast cluster-based SAE method (SAE-FC). In study, four different datasets 

used which are taken from UCI. The aim of the study was to increase the clustering accuracy and the 

proposed method was compared with expectation maximization imputation (EMI), fuzzy c-means 

(FCM), FIMUS and DMI methods. As a result of the study, it has been reported that the proposed 
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method is more successful than all other methods, and the use of SAE has nearly doubled the success of 

clustering in some scenarios. 
 

Shao et al. [20] proposed autoencoder based approach to overcome image classification with missing modality. Four 

datasets used taken from BUAA and Oulu-CASIA databases. Proposed methods compared with Transfer Subspace 

Learning (TSL), Low-rank Transfer Subspace Learning (LTSL), Robust Domain Adaptation with Low Rank 

Reconstruction (RDALR) and Geodesic Flow Kernel (GFK) methods. As a result of the study, it has been reported 

that new SAE approach was more successful in all scenarios than the other methods, mean accuracy was between 

73.47% and 89.83% and the remaining algorithms did not exceed 70%. 

 

Tran et al. [21] proposed cascaded residual autoencoder (CRA) to impute missing modalities. They used 

GRSS data fusion contest dataset (GRSS), the RGB-D object dataset (RGB-D), multi-PIE (MTPIE), 

and the hyperspectral face dataset from Hong Kong Polytechnic University. In the study, CRA compared 

with singular value threshold (SVT), SoftImpute, OptSpace, GA, DAE, SDAE and other AEs. As a 

result of the study, it has been reported that CRA with optimization or convolutional CRA achieves the 

best performance among all methods in all datasets. 
 

Malek et al. [22] proposed pixel-based AE and patch-based AE methods to recover missing data in 

multispectral images due to the presence of clouds. Pixel-based uses a normal SAE that receives as input 

the images pixels, patch-based uses in SAE for each patch and results are merge by weighted average. 

In the study two datasets was used. First dataset acquired by FORMOSAT-2 satellite and second dataset 

acquired by the French satellite SPOT-5. These AE methods compare with Basis Pursuit, the orthogonal 

matching pursuit (OMP) and genetic algorithms (GAs). As a result of the study, it has been reported that 

proposed pixel-AE and patch-AE methods show good results in reconstructing the missing areas and 

can significantly outperform methods. 
 

Ning et al. [23] compared the SDAE with the Weighted k-nearest neighbours data filling algorithm based 

on grey correlation analysis (GBWkNN) and the mutual k-nearest neighbours Imputation (MkNNI) 

methods. SDAE method shows better performance than other methods by RMSE and run time. 
 

3. MATERIAL AND METHODS 

In the study, three different real-life datasets [24] were used for comparisons of imputation models. 

Table 1 shows the properties of datasets. MCAR mechanism was used for creating missingness. 

Approximately 35% missing values are simulated under the MCAR mechanism and were performed 

five times for each dataset. These missing values in datasets were estimated by DAE [12], KNN, and 

MICE methods. Finally, performance of imputation models was evaluated using RMSE. The RMSE is 

calculated between the actual and the estimated values as follows: 

√
1

𝑀
∑(𝐸𝑖 − 𝐴𝑖)

2

𝑀

𝑖=1

 

 

Where M is the number of missing values, Ei is an imputed (estimated) value and Ai is an actual value 

of the ith missing value.  

Table 1. Used datasets' properties for model evaluation 

 

Dataset Samples Attributes 

DNA 3186 180 

Wine 4898 12 

Shuttle 58000 9 
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DAE-based imputation 

 

AEs are composed of input, hidden and output layers. AEs consists of two parts which are encoder and 

decoder. Encoder, goes from the input layer to the output of the hidden layer. It converts the input vector 

X into a hidden representation Y through a nonlinear transformation function. This is done by 

minimizing the loss function between the input X and the output of network Y. RMSE is commonly 

used as the loss function. Decoder, goes from the hidden layer to the end of the output layer.  It maps 

the hidden embedding to the reconstruction of input X. DAE is a variant of AE often used for handling 

of missing values. DAE designed to recover the noiseless, original input through deep networks when a 

noisy input is given. The main difference of DAE and AE is the training phase. In training phase noise 

is added such as gaussian noise or salt-and-pepper to the input X to obtain X [25,26]. In this study, to 

handling the missing data with the DAE method in the "R" programming language, the h2o.deeplearning 

method in package h2o was used [27]. 

 

kNN-based imputation 

 

kNN imputation technique based on a single imputation method. While estimate missing values with 

this method, firstly it searches for its nearest k neighbor of the instance. Then, imputing missing value 

using a weighted mean of the neighbors. Since it uses similarity distance for prediction, it takes time to 

find the nearest instance for large datasets. However, prediction performance is quite good compared to 

methods such as the mean imputation method [28, 29]. In this study, to handling the missing data with 

the kNN method in the "R" programming language, the kNN method in package VIM was used [30]. 

 

MICE-based imputation 

Multiple imputation using chained equations technique based on a multiple imputation method. To 

estimating missing values, it uses regression methods. Missing values estimated n times and the final 

imputed dataset is calculated by the average of the n imputed datasets [31]. In this study, to handling the 

missing data with the MICE method in the "R" programming language, the mice method in package 

MICE was used [32]. 

 

4. RESULTS 

 

After simulating approximately 35% missing values five times on three datasets used in the study, these 

missing values were estimated by DAE, kNN and MICE methods. Imputation models compared using 

RMSE results calculated per attribute on the test set. The RMSE results obtained are given in the box-

plot graph (Figure 4). 

 

 
 

Figure 4. Comparison of imputation methods performance 
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In all datasets, the DAE method has the lowest average RMSE value. It is desirable that the RMSE value 

is low. Because, the lowest RMSE value is to show us the method estimation ability is high. In other 

words, the prediction value is close to the actual value. Deep architecture based models are known to be 

more successful in large datasets (high dimension, large sample), so one reason for the DAE method to 

be more successful than other methods is may that the datasets are large. 

 

5. CONCLUSION 
 

Real-world data is not always clean. Data sets often contain missing values. In order to make an analysis 

of datasets, the completion of missing values with close to actual values directly affects the analysis 

success. In this study, DAE performance, which is one of the deep learning methods that have gained 

popularity, has been compared with the statistical methods frequently used in the literature (KNN and 

MICE) to replace missing values. Also, studies examined which are used of autoencoder and its variants 

to handling the missing values in the datasets. It was observed that deep learning-based imputation 

methods showed outperforms to statistical methods. The AE and its variants are seen as very powerful 

and promising methods to handling the missing data. As a result of experimental study, DAE method, 

which is based on deep learning, was more successful than other methods in completing the missing 

values in the three large datasets used in the study. 
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