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Benchmark of Simplified Time-Dependent Density
Functional Theory for UV–Vis Spectral Properties of
Porphyrinoids

Kamal Batra, Stefan Zahn, and Thomas Heine*

Time-dependent density functional theory is thoroughly benchmarked for the
predictive calculation of UV–vis spectra of porphyrin derivatives. With the aim
to provide an approach that is computationally feasible for large-scale
applications such as biological systems or molecular framework materials,
albeit performing with high accuracy for the Q-bands, the results given by
various computational protocols, including basis sets, density-functionals
(including gradient corrected local functionals, hybrids, double hybrids and
range-separated functionals), and various variants of time-dependent density
functional theory, including the simplified Tamm–Dancoff approximation, are
compared. An excellent choice for these calculations is the range-separated
functional CAM-B3LYP in combination with the simplified Tamm–Dancoff
approximation and a basis set of double-𝜻 quality def2-SVP (mean absolute
error [MAE] of ≈0.05 eV). This is not surpassed by more expensive
approaches, not even by double hybrid functionals, and solely systematic
excitation energy scaling slightly improves the results (MAE ≈0.04 eV).

1. Introduction

Porphyrins (PPs) and their derivatives can be found in many nat-
ural biological systems and offer potential solutions to a wide
range of applications. In plants, PPs are an essential part of
the chlorophyll pigment that converts solar energy into chemi-
cal energy.[1] Porphyrinoids also have been proven to be efficient
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sensitizers[2] and catalysts[3] in several
chemical processes, including medical ap-
plications such as photodynamic therapy.[4]

They have been incorporated both as
linkers and connectors in metal–organic
frameworks[5,6] (MOFs) and covalent–
organic frameworks[7] (COFs). A good light
harvesting material efficiently absorbs pho-
tons from the highly abundant visible solar
spectrum. This property can be probed by
UV–vis spectroscopy. The characteristic
absorption bands of porphyrinoids are
displayed for an example of tetraphenyl
PP (see Figure S1, Supporting Informa-
tion). The intense Soret-band, also called
B-band, commonly arises in the UV from
350 to 450 nm. In metal-free PPs, four
transitions with much lower intensity are
found in the spectral range from 450 to
800 nm, which are called Q-bands. All
transitions between the frontier orbitals
are allowed based on symmetry rules.
However, both highest occupied molecular

orbitals (HOMO-1 and HOMO) as well as both lowest unoc-
cupied molecular orbitals (LUMO and LUMO+1) are close in
energy and, thus, nearly degenerated as in a simplifiedmodel of a
18𝜋 cyclic polyene, as employed by Gouterman.[8] In this model,
two transitions are allowed between the degenerated frontier
orbitals while two are forbidden. Indeed, the frontier molecular
orbitals of PP and the model system show strong similarities.
Furthermore, a strong mixing of the transitions was observed
for Q- and Soret bands by quantum chemical calculations.[9,10]

Opposing transition dipoles reduce the intensity of the Q-bands
while a parallel orientation of both transition dipoles contributes
to the Soret band and, thus, a more intense absorption band is
observed for the latter. Therefore, tuning the energy levels of
the frontier molecular orbitals strongly affects the absorption in-
tensity of the characteristic Q-bands. The higher the energy gap
between HOMO-1 and HOMO as well as LUMO and LUMO+1,
the stronger will be the absorption intensity of the Q-bands.
Nonetheless, predicting the final spectra is challenging.
Obviously, correlated ab initio approaches such as coupled

cluster theory[11–13] (CC2, CCSD, and CC3), the algebraic dia-
grammatic construction through second order[14] (ADC2), and
complete active space second-order perturbation theory[13,15,16]

(CASPT2) deliver reliable absorption energies in accordance
with experimental results. However, these approaches are
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computationally quite expensive for tackling a conjugated molec-
ular system beyond the basic PP. Other prominent approaches,
such as symmetry adapted cluster-configuration interaction[17]

(SAC-CI) and similarity transformed equation-of-motion
coupled-cluster[18] (STEOM-CC) aremore accurate thanCASPT2,
but limited tomolecular systems up to 50 atoms due to their high
computational cost. To overcome the limits of CASPT2, second-
order N-electron valence state perturbation theory[19,20] (NEVPT2)
has been introduced, which is more efficient than CASPT2, size
consistent, and intruder-state-free, but like all multi-reference
approaches, the computational cost of NEVPT2 is still high for
larger systems. Overall, previously mentioned approaches yield
reliable absorption energies for PPs, but suffer from a high
computational cost for increased molecular systems, making
them practically unsuitable for large molecules and materials.
To find an alternative for the prediction of excited state proper-

ties of large systems at a moderate cost, time-dependent density
functional theory (TD-DFT) appears to be a promising candidate.
TD-DFT is an extension of Kohn–Sham (KS) DFT and based on
the almost 35-year-old Runge–Gross theorem,[21] which has been
thoroughly reviewed in the literature.[21–28] Almost 25 years ago,
Casida developed a constructive linear-response formalism for
TD-DFT, known as Casida equations[23] but which we will refer
to as the random-phase approximations (RPA), allowing to effi-
ciently determine the solution of the TD-DFT equations, which
are formulated in matrix equation involving the excitation and
de-excitation matrices.
A popular approximation to the Casida equations is the

Tamm–Dancoff approximation[29] (TDA), which simplifies the al-
gebra and associated algorithms to obtain the electronic excita-
tions, yet it typically yields electronic excitations close to those
obtained by TD-DFT.[30,31] Unfortunately, TD-DFT on the basis of
popular exchange correlation functionals suffers accuracy limita-
tions which are most evident in the failure to correctly describe
Rydberg and charge transfer (CT) states.[32,33] These drawbacks
can usually be overcome by range-separated hybrid (RSH) func-
tionals, which employ a large amount of Hartree-Fock (HF) ex-
change at large electron–electron distances and, therefore, reflect
the correct asymptotic exchange potential.
TD-DFT in numerous variants has been applied to PPs, and in

the following, we are summarizing the state of the art as found
in the current literature.
In 1996, Bauernschmitt et al.[34] employed TD-DFT to compute

the first four electronic excitations of PP to validate exchange cor-
relation functionals, including the local density approximation
(LDA: S-VWN), the generalized gradient approximation (GGA:
BP86), and hybrid functional (B3LYP). Their results showed
that TD-DFT excitation using the BP86 functional are in better
accordance with experiment than configuration interaction
singles (CIS) and TD-HF. Also, CASPT2 possesses an error of
more than 0.3 eV for the Q-bands compared to experimental
results. However, the employed basis set was overall small for
post-HF approaches.
In 2010, Tian et al.[35] examined the performance of global

hybrids (PBE0, B3LYP, M06, M06-2X, M06HF) and long-range
corrected (LC) hybrid functionals (𝜔B97X-D, 𝜔B97X, 𝜔B97,
LC-𝜔PBE, and CAM-B3LYP) in TD-DFT calculations to predict
the spectral properties of PP analogues. Among the many
functionals tested, the LC functional 𝜔B97X-D results in an

error of 0.05 eV for Qy band. Moreover, they concluded that
the results are robust with respect to subtle geometry changes
resulting from the functional choice for geometry optimization
and showed that diffuse functions have only a minor effect on
calculated absorption spectra. However, the quite general study
included only two porphyrinoids.
Eriksson et al.[36] (2011) investigated the ability of LC hybrid

functionals 𝜔B97, 𝜔B97X and 𝜔B97X-D within the TD-DFT
framework. They found that 𝜔B97X reproduces the experiment
best with an error of up to 0.09 eV. Additionally, it was confirmed
that the applied functional for geometry optimization has only a
small influence on the calculated spectra.
Lee et al.[37] (2012) benchmarked five DFT functionals (B3LYP,

LC-𝜔PBE, LC-BLYP, CAM-B3LYP, and 𝜔B97X-D) using TD-DFT
for PP derivative. It was found that 𝜔B97X-D yields the best
agreement to the reference for the LC functionals (Qave bands:
0.055 eV). Overall, better results were obtained for B3LYP for the
Soret and Q-bands. However, it was not recommended due to the
susceptibility for CT excitations.
A benchmark set of 66 medium-sized and large aromatic or-

ganic molecules, including five porphyrinoids, has been studied
byWinter et al.[38] in 2013. B3LYP was outperformed by the inves-
tigated post-HF approaches (ADC (2), CC2, SOS-CC2, SCS-CC2).
Fang et al.[39] (2014) compiled a subset of 96 excitations of

79 different organic and inorganic molecules, including basic
PP.[40] They have assessed diverseDFT functionals (BP86, B3LYP,
PBE0, M06-2X, M06-HF, CAM-B3LYP, and 𝜔B97XD) and two
wave-function based approaches (CIS and CC2). Overall, the low-
est error was produced by CC2 with MAE of 0.19 eV. However, it
was found that CC2 approach did not perform well for inorganic
systems (MAE: 0.31 eV), while the MAE of B3LYP is only 0.22 eV.
Theisen et al.[41] (2015) validated the performance of diverse

DFT functionals (B3LYP, PBE0, CAM-B3LYP, M062X, M06,
M11) for Zn-phthalocyanine (ZnPc). Interestingly, the extra dif-
fuse function in 6–31+g(d) caused convergence problems in the
TD-DFT calculations. Among the investigated functionals, M11
showed the best accordance with experiment with an error of
0.13 eV for the Qx (0-0) band.
Despite the many successful applications of TD-DFT on a

wide range of molecular systems, it is often challenging in
TD-DFT to calculate a sufficient number of excited states for
a complete spectrum or spectra of extended biological sys-
tems. To overcome this challenge, the Grimme group presented
two highly efficient approaches, the simplified Tamm–Dancoff
approximation[42] (sTDA) and simplified time-dependent density
functional theory approach[43] (sTD-DFT). In both approaches,
the computational resources needed to tackle a targeted system
is solely determined by the ground state DFT calculation. This is
achieved by approximating Coulomb and exchange interactions
of the electrons by monopole interactions. Additionally, the CI
space is truncated with a screening based on second-order per-
turbation theory. Note, the central concepts of the sTDA approach
to increase the computational efficiency can be also employed in
tight-binding approaches and, thus, allows fast access to excited
state properties of systems with an amazing size.[44] Computa-
tional studies validating sTDA or sTD-DFT for PPs are missing
in the literature so far.
With the goal to identify a computational feasible approach to

investigate the absorption properties of PP-containing materials
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and extended biological systems, we compare the semi-empirical
sTDA, sTD-DFT, and canonical TD-DFT (RPA and TDA) for UV–
vis spectra calculations of porphyrinoids. After a short summary
of computational details, we assess diverse DFT functionals re-
garding their performance for the calculations of absorption en-
ergies of the Q- bands. This includes the (for sTDA unsuccessful
and unnecessary) attempt to improve the results by an empiri-
cal scaling of excitation energies that can improve results signif-
icantly.

2. Computational Methods

All geometries have been fully optimized using the Turbomole-
suite,[45] employing the BLYP functional with Grimme’s D3
correction for London dispersion (BLYP-D3)[46–48] in combina-
tion with the resolution of identity (RI) approximation,[49–51]

and the TZVP[52] split-valence basis set of triple-𝜁 quality with
polarization functions. The convergence criterion for the self-
consistent field approach was increased to 10−8 Hartree. This
approach is very fast for the molecules studied here, but also
easily affordable in periodic calculations that suffer severe per-
formance loss for hybrid functionals. As hybrid functionals are
known to produce more accurate structures, we assessed the
influence of the geometry on the excited state properties. For
that purpose, we reoptimized all geometries using the B3LYP-D3
hybrid functional,[46–48,53] again employing the TZVP basis set
and the RIJK.
For excited state properties, we applied the ORCA code[54] with

a wide range of functionals, basis sets, and TD-DFT approaches.
A summary of the calculation types is given in Table S1, Support-
ing Information. In detail, we calculated UV–vis spectra using
the following density-functionals:

• GGA and meta-GGA functionals: BLYP,[46,47] BP86,[46,55]

PBE,[56,57] TPSS,[58] M06-L[59]
• Global hybrid functionals: B3LYP,[46,47,53] PBE0,[56,57,60]

B3P86,[53,55] BHLYP,[61] TPSS0,[62] M06,[63] M06-2X[63]

• Range separated hybrid functionals: 𝜔B97,[64] 𝜔B97X,[64] LC-
BLYP,[65] CAM-B3LYP[66]

• Double hybrid functionals: B2PLYP,[67] B2GP-PLYP,[68]

mPW2PLYP[69]

The motivation of this work is to quantitatively reproduce the
Q-bands of porphyrinoids with the possibly lowest computa-
tional cost which plays a vital role for the simulations in bio- and
material-related chemistry. Hence, each method is validated with
the relatively small basis set def2-SVP,[71] which is of double-𝜁
quality. For basis set validation, we repeated the calculations
with the def2-TZVP basis set[70] for the sTDA and sTD-DFT
approaches, and we also investigated the impact of diffusive
functions for sTDA (def2-SVPD[71] and def2-TZVPD[71]).
To speed up the calculations, we employed the RI approx-

imation throughout, including its variant for double hybrid
functionals,[72,73] and the RIJCOSX approximation[74] was em-
ployed for the global hybrid and RSH functionals. For compar-
ison, we have also included the post-HF methods CIS[75] and
CIS(D).[76,77]

The performance of each approach was assessed by calculation
of the mean error (ME), the mean absolute error (MAE), and the

absolute maximum error (MAXE) to the experimental reference
values.

2.1. Benchmark Set

We have included diverse variants of porphyrinoids starting from
basic PP to the extension of conjugated 𝜋-system of the central
core followed by ring functionalization andmodification ofmetal
atoms. The molecules included in our benchmark set are given
in Figure 1, while Table 1 lists the experimental references.

3. Results and Discussion

In this section, the performance of diverse functionals is pre-
sented. We will start the validation with the computationally least
costly DFT approach, the GGA functionals, and will finish with
themost expensive one, the double hybrid functionals. We would
like to add here that the present TD-DFT studies involve only
transitions in the frozen ground state of the molecules. There-
fore, only the 0 → 0 transitions of the Q-bands can be obtained
from the calculations. We will focus on the Q-bands in the follow-
ing because they absorb in the visible light range. Furthermore,
these transitions can be clearly distinguished from other transi-
tions in the excited state calculations.

3.1. GGA and meta-GGA Functionals

GGA and meta-GGA functionals do not require four-center in-
tegrals as the Coulomb interaction can be calculated directly via
the electron density, which is particularly beneficial for periodic
calculations and for codes employing different basis functions
than Gaussian-type orbitals. On the other hand, pure KS DFT is
very prone to errors originating from the self-interaction error
(SIE). Thus, an overall poor general performance for excited
state calculations can be expected due to weakly bound electrons.
As can be seen in Table 2 and Figure 2a, the performance of

TD-DFT for the GGA functionals PBE, BP86, and BLYP is very
similar. Compound 8 shows a large error resulting in an outlier
of about 0.5 eV. This can be attributed to a significant contribu-
tion of CT excitations to the Q-bands (see Table S2 and Figure
S2a,b, Supporting Information, for a detailed description).
Employing the meta-GGA functionals TPSS and M06-L reduces
significantly the MAXE. However, the MAE (denoted by “+” sign
in Figure 2a) is not improved and still exceeds 0.12 eV. Further-
more, meta-GGAs tend stronger to over-estimate the absorption
energies compared to GGAs. Employing the RPA-approach does
not result in significant improvements in comparison to the
TDA-approach (see Table 2 and Figure 2b). For instance, the
calculated MAE from both approaches in combination with the
GGA-functionals is nearly similar. Only for M06-L, the MAE is
reduced by about 0.03 eV. Additionally, the RPA-approach tends
to lower absorption energies than the TDA-approach.
The computationally cheaper approaches, sTDA and sTD-DFT,

show a comparable MAXE for GGAs (see Table 2 and Figure
3a,b). However, the MAE of the GGA-functionals is strongly af-
fected by the selected approach and basis set. For example, the
ME and MAE of sTDA with the functional BLYP increases by
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Figure 1. Molecular structures of porphyrinoids included in our benchmark set.

about 0.1 eV when the larger def2-TZVP basis set is employed
(see Table 2 and Figure 4a). Changing from sTDA to sTD-DFT
results also in large MAE values. The ME and MAE of a given
approach basis-set combination is overall close to each other in
all cases and, thus, highlighting systematic deviations. Please
note that the sTDA approach includes empirical parameters opti-
mized for functionals with a HF exchange contribution between
20% and 60% and not for pure DFT functionals.[42] TPSS shows
an improvement to the GGAs but is still significantly affected by
the selected basis set. TheMAE ofM06-L for sTDA and sTD-DFT
is only slightly affected by the choice of basis set which is in con-
trast to the GGAs. To sum up, theMAE of GGAs andmeta-GGAs
exceeds 0.08 eV, while the MAXE is reduced to 0.30 eV only for

theM06-L functional. Finally, a systematic underestimation of ab-
sorption energies, especially for the sTDA and sTD-DFT in com-
bination with a large basis set, is observed suggesting a global
scaling of the obtained energies to match better the experimental
reference. This approach is rather semi empirical but allows to
access excited state calculations of extended system sizes due to
the low cost of pure KS DFT.
After scaling of energies, significant improvements of the

MAE and MAXE are only obtained for the sTDA and sTD-DFT
approaches in combination with the large basis set (see Figure 4b
for BLYP). All functionals with scaled error value are listed in Ta-
ble S3, Supporting Information, and a graphical illustration can
be seen in Figure S5, Supporting Information. Nonetheless, the
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Table 1. Experimental references of benchmark-set of investigated por-
phyrinoids.

Porphyrinoids benchmark-set Abbrev. Ref.

[1] Porphyrin H2PP [78,80]a)

[2] Octaethylporphyrin H2OEP [79,81]b)

[3] Magnesium octaethylporphyrin MgOEP [79,80,82]a)

[4] Zinc octaethylporphyrin ZnOEP [79,80,83]a)

[5] Tetraphenylporphyrin H2TPP [79,80,84]a)

[6] Magnesium tetraphenylporphyrin MgTPP [79,80,85]a)

[7] Zinc tetraphenylporphyrin ZnTPP [79,80,84]a)

[8] Tetrakis(o-aminophenyl) porphyrin H2TAPP [79,80,86]a)

[9] Zinc tetrakis(4-carboxyphenyl) porphyrin ZnTCPP [87]c)

[10] Zinc [5,15-dipyridyl-10,20-bis
(pentafluorophenyl) porphyrin

F-ZnP [88]d)

[11] Zinc [5,15-di(4-pyridylacetyl)
-10,20-diphenyl] porphyrin

DA-ZnP [88]d)

[12] Octabromotetraphenyl porphyrin H2OBP [89]e)

a)Toluene; b)Benzene; c)THF; d)DMF; e)CH2Cl2.

MAE is still above 0.05 eV and high MAXE is obtained as well.
Thus, GGAs and meta-GGAs cannot be recommended for calcu-
lations of UV–Vis spectra of porphyrinoids.

3.2. Global Hybrid Functionals

A hybrid functional is defined as an approximate KS density
functional where a part or all the semi-local DFT exchange ex-
pression EDFTX is replaced by exact HF exchange EHFX . The amount
of HF exchange for typical hybrid functionals lies in the range
of 10–25% but can be as high as 50–55% like in the BHLYP and
the M06-2X functional. Increasing the amount of HF exchange

also increases the likelihood of encountering triplet instabilities
(i.e., imaginary triplet excitation energies which indicate that
the ground state is unstable with respect to symmetry breaking).
Moreover, incorporation of exact HF exchange reduces the SIE,
which is a significant troublemaker in TD-DFT. However, it also
introduces a four-index integral into the Hamiltonian which
leads to higher computational cost in comparison to the GGA
and meta-GGA functionals.
As shown in Tables 2 and 3, similar trends are observed for

global hybrids as for pure DFT functionals; for example, RPA
tends to lower absorption energies than TDA. In contrast, the
large error which stems from the outliers are significantly re-
duced for the global hybrids with respect to GGAs (see Table 3
and Figure 2a,b). TDA in combination with global hybrids tends
strongly to overestimate absorption energies of Q-bands which
can be reduced by employing the RPA approach, especially in
combination with the BHLYP and M06-2X functional. Nonethe-
less, MAE is still above 0.10 eV and thus, this approach cannot
be recommended.
The approximate sTDA and sTD-DFT approaches fail signif-

icantly for the global hybrids with a large amount of HF ex-
change like BHLYP and M06-2X. However, global hybrids with
HF-exchange contributions in the range of 20–25% show signif-
icant improvement compared to the pure DFT functionals (see
Table 3 and Figure 3a,b). For example, sTDA in combination with
the B3LYP functional and def2-SVP basis set possesses an MAE
of 0.06 eV, while the MAXE is 0.18 eV. Increasing the basis set
increases the deviation, similarly as for the GGA functionals (see
Figure 4a for B3LYP and Figure S5, Supporting Information, for
all the tested functionals).
The MAE and MAXE can be reduced by energy scaling due to

systematic deviations. A global hybrid with large HF-exchange
contribution works best: sTDA/sTD-DFT in combination with
the functionals BHLYP or M06-2X and the def2-SVP basis set
possess MAEs of only 0.06 eV (see Table S4 and Figure S5, Sup-
porting Information). Moreover, MAXE is reduced to 0.12 eV

Table 2. Calculated original error values in eV for the GGA and meta-GGA functionals. Bold numbers mark the minimum MAE and MAXE in this group
of functionals.

GGA and meta-GGA
functionals

TDA
(def2-SVP)

RPA
(def2-SVP)

sTDA
(def2-SVP)

sTD-DFT
(def2-SVP)

sTDA
(def2-TZVP)

sTD-DFT
(def2-TZVP)

PBE ME 0.02 −0.04 −0.08 −0.12 −0.18 −0.20

MAE 0.11 0.11 0.09 0.13 0.18 0.21

MAXE 0.48 0.48 0.52 0.53 0.49 0.50

BP86 ME 0.02 −0.04 −0.08 −0.12 −0.18 −0.20

MAE 0.11 0.11 0.09 0.13 0.18 0.21

MAXE 0.47 0.47 0.52 0.52 0.48 0.49

BLYP ME 0.01 −0.05 −0.08 −0.13 −0.18 −0.21

MAE 0.10 0.10 0.09 0.14 0.19 0.21

MAXE 0.46 0.46 0.49 0.50 0.47 0.48

TPSS ME 0.06 0.00 −0.02 −0.06 −0.12 −0.15

MAE 0.12 0.10 0.08 0.09 0.13 0.16

MAXE 0.38 0.38 0.41 0.42 0.39 0.41

M06-L ME 0.11 0.05 0.05 0.01 −0.05 −0.08

MAE 0.14 0.11 0.10 0.08 0.09 0.11

MAXE 0.25 0.26 0.28 0.30 0.29 0.31
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Figure 2. Box-plot displaying original error values in eV for the variant of density-functionals in combination with TD-DFT types a) TDA, b) RPA, and
def2-SVP basis set. Here, MAE is denoted by (+), while outliers (•) termed as extremes error values which are outside the range given in bars (scaled
error values can be seen in Figure S3, Supporting Information).

Figure 3. Box-plot displaying original error values in eV for the variant of density-functionals in combination with TD-DFT types a) sTDA, b) sTD-DFT,
and def2-SVP basis set (scaled error values can be seen in Figure S4, Supporting Information).

for M06-2X functional in combination with the RPA-approach
and def2-SVP basis set. Therefore, employing global hybrids with
large HF-exchange contribution and energy scaling might be a
suitable, albeit somewhat empirical approach to estimate the ab-
sorption energies of porphyrinoids.

3.3. Range Separated Hybrid Functionals

RSH functionals posses a different contribution of HF exchange
in short and long interelectronic distances. Short range cor-
rected functionals, like HSE06, possess a medium amount of
HF exchange in the short range while it drops commonly to zero
at long interelectronic distances. This allows a faster calculation
of solid-state properties compared to global hybrid functionals,

but an improvement for excited states cannot be expected for
this type of functional. In contrast, LC-RSH exhibits a large
amount of HF exchange at long interelectronic distances. This
significantly reduces errors originating from Rydberg states and
CT excitations in TD-DFT calculations.[66,90–92] Therefore, we will
focus solely on LC-RSH.
The performance of TDA for the investigated RSH function-

als is overall comparable to that of global hybrids, as visible in
Tables 3 and 4 and Figure 2a. Additionally, TDA tends stronger
to overestimate the absorption energies. The RPA approach for
CAM-B3LYP results in overestimated absorption energies, while
other LC-RSH functionals tend to underestimate these energies.
Overall, RPA has a strong dependency on the type of functional
and produces lower absorption energies than TDA (see Table 4
and Figure 2b).
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Figure 4. Box-plot displaying error values in eV, where a) original and b) scaled for the selected DFT functional in combination with variant basis set
qualities and simplified time dependent approaches.

Table 3. Calculated original error values in eV for the global hybrid functionals. Bold numbers mark the minimum MAE and MAXE in this group of
functionals.

Global hybrid functionals TDA
(def2-SVP)

RPA
(def2-SVP)

sTDA
(def2-SVP)

sTD-DFT
(def2-SVP)

sTDA
(def2-TZVP)

sTD-DFT
(def2-TZVP)

PBE0 ME 0.22 0.15 −0.09 −0.12 −0.22 −0.24

MAE 0.22 0.15 0.10 0.12 0.22 0.24

MAXE 0.31 0.25 0.23 0.27 0.40 0.42

B3P86 ME 0.19 0.13 −0.02 −0.06 −0.15 −0.17

MAE 0.19 0.13 0.06 0.08 0.16 0.18

MAXE 0.28 0.24 0.18 0.22 0.34 0.35

B3LYP ME 0.18 0.12 −0.03 −0.07 −0.16 −0.18

MAE 0.18 0.12 0.06 0.08 0.17 0.19

MAXE 0.27 0.23 0.18 0.22 0.35 0.36

TPSS0 ME 0.24 0.16 −0.04 −0.08 −0.17 −0.20

MAE 0.24 0.16 0.07 0.09 0.18 0.20

MAXE 0.32 0.27 0.18 0.24 0.35 0.37

M06 ME 0.15 0.07 −0.16 −0.20 −0.31 −0.33

MAE 0.15 0.10 0.16 0.20 0.31 0.33

MAXE 0.24 0.17 0.30 0.34 0.48 0.51

BHLYP ME 0.28 0.14 −0.30 −0.36 −0.44 −0.53

MAE 0.28 0.14 0.30 0.36 0.44 0.53

MAXE 0.36 0.22 0.42 0.47 0.61 0.69

M06-2X ME 0.28 0.15 −0.40 −0.49 −0.54 −0.66

MAE 0.28 0.15 0.40 0.49 0.54 0.66

MAXE 0.35 0.23 0.54 0.61 0.73 0.83

On the other hand, as can be seen in Table 4 and Figure 3a,b,
the performance of sTDA and sTD-DFT is improved over global
hybrids only for CAM-B3LYP, which amounts up to 46% HF-
exchange. In contrast to CAM-B3LYP, LC-RSH functionals in-
corporating up to 85–100% HF-exchange result in remarkably
large errors. This is in agreement with the original work where
sTDA was developed for LC hybrids where best results of ex-
citation energies were obtained with CAM-B3LYP for CT-free
systems.[93] Employing large basis sets does not improve the re-

sults based on simplified approaches (see Figure 4a for CAM-
B3LYP case and Figure S5, Supporting Information, for all the
tested functionals). Thus, results obtained with the def2-SVP in
combination with simplified approaches are most reliable and
reasonable.
To sum up and as shown in Figure 5a, GGA functionals pro-

duce large errors in the form of outliers, for example, BLYP in
combination with def2-SVP basis set. Global hybrid functionals,
for example, B3LYP, produces MAE of 0.06 eV in combination

Adv. Theory Simul. 2020, 3, 1900192 1900192 (7 of 11) © 2019 The Authors. Published by WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim



www.advancedsciencenews.com www.advtheorysimul.com

Table 4. Calculated original error values in eV for investigated RSH functionals. Bold numbers mark the minimum MAE and MAXE in this group of
functionals.

Range separated hybrid
functionals

TDA
(def2-SVP)

RPA
(def2-SVP)

sTDA
(def2-SVP)

sTD-DFT
(def2-SVP)

sTDA
(def2-TZVP)

sTD-DFT
(def2-TZVP)

𝜔B97 ME 0.21 −0.16 −0.16 −0.45 −0.18 −0.45

MAE 0.21 0.16 0.16 0.45 0.18 0.45

MAXE 0.31 0.23 0.39 0.69 0.40 0.68

𝜔B97X ME 0.22 −0.08 −0.18 −0.43 −0.20 −0.42

MAE 0.22 0.09 0.18 0.43 0.20 0.42

MAXE 0.30 0.17 0.41 0.67 0.42 0.65

LC-BLYP ME 0.20 −0.09 −0.13 −0.35 −0.16 −0.35

MAE 0.20 0.10 0.15 0.35 0.16 0.35

MAXE 0.28 0.18 0.37 0.59 0.38 0.58

CAM-B3LYP ME 0.24 0.07 0.03 −0.02 −0.13 −0.17

MAE 0.24 0.08 0.05 0.05 0.13 0.17

MAXE 0.31 0.16 0.10 0.14 0.27 0.29

Figure 5. Box-plot displaying error values in eV, where a) original and b) scaled for the selected functionals from DFT-group in combination with TD-DFT
types and def2-SVP basis set. A detailed box-plot representation (original and scaled error values) of all the investigated density functional-approaches-
basis set combinations can be seen in Figures S5 (in eV) and S6 (in nm), Supporting Information.

with sTDA and the def2-SVP basis set and appears to produce
overall reliable results. However, best results, and indeed excel-
lent ones, are obtained with the RSH, CAM-B3LYP in combina-
tion with sTDA and an overall small def2-SVP basis set which
yields an MAE of about 0.05 eV. This can be barely improved by
energy scaling (see Figure 5b and scaled error values are listed in
Table S5, Supporting Information).

3.4. Double Hybrid Functionals and Post-Hartree–Fock
Approaches

In addition to the exact HF exchange, double hybrid function-
als include a second-order perturbation theory correction term
(MP2) for the correlation part of the functional. This improves
mainly the consideration of dispersion forces. However, the com-

putational time is comparable to MP2. Therefore, we have also
included some traditional post-HF approaches with comparable
computational cost, CIS, and CIS(D) in our study.
As can be seen in Table 5 as well as in Figure 6a, double hy-

brid functionals produce large errors comparable to CIS, includ-
ing perturbative double corrections results in even larger errors
of the CI approach. However, we would like to highlight that the
employed basis set is only of double-𝜁 quality due to the system
size. The strong systematic overestimation of absorption ener-
gies for the double hybrid functionals and post-HFmethods sug-
gests a scaling of the obtained absorption energies. Indeed, the
results are significantly improved and an accuracy comparable to
CAM-B3LYP can be reached (see Figure 6b and Table S6, Sup-
porting Information). Thus, CIS(D) with scaled absorption ener-
gies might be a suitable approach to verify results obtained with
sTDA, def2-SVP, and CAM-B3LYP.
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Table 5. Calculated original error values in eV for double hybrids and post
HF methods.

Approach def2-SVP

B2PLYP ME 0.24

MAE 0.24

MAXE 0.31

B2GP-PLYP ME 0.29

MAE 0.29

MAXE 0.37

mPW2PLYP ME 0.25

MAE 0.25

MAXE 0.33

CIS ME 0.26

MAE 0.26

MAXE 0.39

CIS (D) ME 0.51

MAE 0.51

MAXE 0.60

3.5. Influence of Diffuse Basis Set Functions and Ground State
Structure

Commonly, diffuse basis sets are recommended for weakly
bound electrons found in anions or in excited states. Therefore,
we have selected three functionals, BLYP, B3LYP, and CAM-
B3LYP, and extended the employed Ahlrichs basis set by diffuse
functions. Independent of the employed functional type, includ-
ing diffuse basis set functions provides poorer results compared
to the def2-SVP double-𝜁 basis set, (see Figure S7a and Table
S7, Supporting Information). The worse performance cannot be
explained by the ϵ (HOMO) criterion[94] (see Table S8, Support-
ing Information). Also scaling of energy does not improve re-
sults, since including diffuse basis sets increases the scattering
of the calculated absorption energies in most cases (see Figure
S8a, Supporting Information). Thus, unintuitively, the smallest
basis set provides the most accurate results.

Finally, we investigated the influence of the electronic struc-
ture method during structure optimization. Instead of the GGA
BLYP, the more expensive hybrid functional B3LYP was selected
for structure optimization. The influence is overall negligible
for absorption energies obtained by BLYP and B3LYP (com-
pare Tables S7 and S9, Supporting Information). In the case
of the RSH CAM-B3LYP, the errors without energy scaling are
even increased pointing to some error compensation for the
most reliable approach (see Figure S7b, Supporting Informa-
tion). Nonetheless, global scaling of energy provides nearly iden-
tical results. Thus, as long as the correct combination of scaling
factor, structure optimization setup, and absorption energy cal-
culation approach are selected, results can be barely improved.

4. Conclusions

We have presented a detailed validation of the simplified time-
dependent DFT method developed by Grimme et al. for the cal-
culation of UV–vis spectra of porphyrinoids, including free base
and metal containing PPs. The original RPA approach tends to
smaller absorption energies than TDA, which is also visible for
the simplified versions. Local GGA functionals produce large er-
rors and therefore cannot be recommended. In contrast to local
DFT functionals, global hybrids yield significantly improved re-
sults only after energy scaling, especially BHLYP andM06-2X.We
can recommend as global hybrid B3LYP, which produces MAE
of 0.06 eV in combination with sTDA, and the def2-SVP basis
set, which can be barely improved by energy scaling. The best
results without energy scaling are obtained with the RSH CAM-
B3LYP in combination with sTDA and the def2-SVP basis set
yielding an MAE of about 0.05 eV. Significantly more expensive
perturbative corrected double hybrid functionals tend to yield re-
sults comparable to CAM-B3LYP solely when energies are scaled.
Apart from that, employing a hybrid instead of a GGA functional
for geometry optimization has less significant effect on the cal-
culated absorption bands, whereas increasing the basis set does
not improve the calculated absorption bands. Most notable, in-
cluding diffuse basis functions even leads to worse results. Thus,
employing a cheap GGA like BLYP for structure optimization,

Figure 6. Box-plot displaying error distribution in eV, where a) original value and b) scaled values for the double hybrid functional and post HF methods
in combination with def2-SVP basis set.
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selecting an overall small basis set of double-𝜁 quality in combi-
nation with a CAM-B3LYP, and the sTDA approach provides a
cost-efficient approach to estimate the absorption spectra of por-
phyrinoids which can be barely improved by more expensive ap-
proaches. Unfortunately, none of the local functionals has suffi-
cient predictive power, which is an obstacle in particular for peri-
odic calculations.

Supporting Information
Supporting Information is available from the Wiley Online Library or from
the author.
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