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Abstract  
The curing or vulcanization process is the final stage of the tire 
manufacturing process, where the properties of the tire compound 
change from rubber-plastic material to become elastic by forming 
cross-links in its molecular structure. The green tire is formed in the 
curing process, which is placed on the bottom mould, and the inside 
of the green tire surrounds the bladder. The top mould will close to 
carry out the next curing process. In the process of closing the 
mould, there is a shaping process of forming a green tire placed on 
the bladder and given a proportional pressure. Improper or 
abnormal radius shaping results cause seventy percent of product 
defects. This paper proposed abnormal detection of radius shaping 
in the curing process using fine-tuned Deep Neural Network. 
Several DNN models have been examined to analyze an optimized 
DNN model for abnormal detection of radius shaping in the curing 
process. The fine-tuned DNN architecture has been exported for 
the curing system. The DNN was trained with a training accuracy of 
97.88%, a validation accuracy of 95%, a testing accuracy of 100%, 
and a loss of 4.93%. 
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INTRODUCTION 

Tire curing is the last stage of the tire 
manufacturing process. Green tires produced 
from the assembly process are then fed into the 
curing area for vulcanization. The curing 
process is vulcanization with high temperature 
and pressure [1][2] with polymer (rubber),  
carbon black, and sulfur with the help of 
chemical compounds to obtain the required 
characteristics so that it becomes a quality tire 
product [3].  

In the green tire vulcanization process, 
defects or products can still reduce product 
quality. Six factors affect product defects: open 
mould, blond tread, inner pass, crack bead, 
mould bead, and under-cure. Under Cure 
defects in a green tire, production has a 
percentage of 40%. This is caused by bladder 
conditions, overload, oil pump drop, pneumatic, 
and others. This study focuses on classifying 

under-cured product defects caused by bladder 
conditions, which are divided into crown bare 
(CB) defect and cracked inner liner (CIL) defect. 
A crown bare occurs when the radius or 
pressure is too high while the delay is too low. 
A cracked inner liner defect occurs because the 
radius or pressure is too low while the delay is 
too high.  

Several artificial intelligence algorithms 
are used to reduce the number of 
manufacturing defects, especially in the curing 
process. In a model tire, the capacity of ANN 
designs to predict optimal curing durations for 
11 distinct rubber compositions was 
investigated. The equivalent cure idea, which 
has been utilized in the rubber and tire 
industries for years, was used to predict 
optimum cure periods for the identical 
compounds. In order to compare the results of 
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two methodologies, ANN and analogous cure 
concept, percentage error criteria were used. 

Tobacco curing control technology has a 
higher labour intensity but cannot be adjusted 
based on the conditions of different tobacco 
leaf batches, reducing the tobacco quality. 
Tobacco quality can be improved by using 
control technology which can predict the state 
of the tobacco curing process, accurately 
predict the tobacco curing state, and make 
timely adjustments to the curing process. The 
proposed model of the tobacco curing machine 
was trained using an Artificial Neural Network 
(ANN) as a model classifier.  

The ANN classifier performs with 79.8% 
accuracy, 76.4% of precision, 100% of recall, 
and 86.6% of F1-Score. Meanwhile, the 
tobacco curing machine was trained over 
several deep-learning models. The State 
Prediction Fusion Model (SPFM) method has 
been implemented as a control system for 
tobacco curing. The SPFM improved the model 
training process was 97.4% of accuracy, 99.7% 
precision, 99.7% recall, and 99.7% F1-Score. 
This performance indicates that this model is 
very good at controlling the tobacco curing 
process [4]. 

Tobacco Net was developed based on 
the convolutional neural network (CNN) 
architecture. This model classified over 858 
datasets containing dry-bulb datasets and wet-
bulb datasets. Promising results show that 
Tobacco Net is an intelligent model for mass 
tobacco curing processes. The effect of 
different CNN structures on the prediction 
accuracy of the dry-bulb label and the wet-bulb 
label was analyzed from the perspective of 
computational complexity and prediction 
performance. Tobacco Net compares with other 
CNN models, such as the transfer learning and 
custom CNN models. Tobacco Net performs 
with dry-blub accuracy and wet-bulb accuracy 
of 99.65% and 96.83%. The proposed 
sequential CNN structure is more suitable for 
analyzing bulk tobacco curing [5]. 

Physics-informed neural network (PINN) 
to simulate the thermochemical evolution of 
composite materials in autoclave curing 
equipment. The PINN framework for modeling 
exothermic heat transfer in composite tool 
systems undergoing a full cure cycle is 
presented. In addition, a proposed sequential 
approach to intermittent PINN training is 
presented, which overcomes the instability in 
PINN training.  

The network parameters are constrained 
in the training process by introducing a physics-
based loss function. Transfer learning 
demonstrates improvement in PINN training 
and demonstrates its extension to a surrogate 
modeling setting by including heat transfer 
coefficients as input parameters [3]. 

Based on the literature above, this study 
develops a classification system for production 
defects in the curing process using radius 
shaping parameters, which are produced by 
installing an ultrasonic sensor in the curing 
machine. The datasets collected contain three 
labels: defect crown bare (CB), defect cracked 
inner liner (CIL), and normal. The proposed 
model is an optimized deep neural network 
(DNN) model by configuring the network 
architecture based on the neural network 
hyperparameters. This study created a pair of 
DNN models that are both predictor and 
classifier models. The proposed model is used 
to classify the radius shaping parameter in the 
tire curing process configuration error. 
 
METHOD 
Sensor Placement 

Figure 1 shows the sensor installation on a 
tire curing machine. Figure 1(a) is an ultrasonic 
sensor installed to read the radius when the 
green tire curing process is carried out. This 
radius value in Figure 1(c) will be aligned with the 
pressure value, the actual radius value, and the 
delay value. Data on the curing machine for 
green tires cannot be retrieved digitally, so the 
installation of ultrasonic sensors combined with 
ESP8266 (in Figure 1(b)) utilizes to obtain the 
configuration values on the curing machine, 
which can be converted into trainable 
parameters. For example, the mechanism in 
Figure 1 extracts 1500 datasets containing three 
labels defect crown bare (CB), defect cracked 
inner liner (CIL), and Normal. 

 
Dataset Representation 

The readings of the radius, pressure and 
delay values can be converted as shown in 
Figure 2(a). The delay and rim values are shown 
in Figure 2(b). Figure 3 shows the retrieval of 
data logs containing data labels: defect crown 
bare (CB), defect cracked inner liner (CIL), and 
Normal. When the radius or pressure is too large, 
and the delay is too short, a crown bare (CB) 
ensues. The inner liner cracks (CIL) when the 
radius or pressure is too low, and the delay is too 
long. 
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Figure 1. Sensor Installation of (a) ultrasonic sensor, (b) ESP8266 Microcontroller, and (c) sensor 

placement in Tire Curing Machine 
 

 

 
(a) 

 
(b) 

Figure 2. Data Logs of (a) Radius and Pressure, 
(b) Delay and Rim 

 

 

 
Figure 3. Data Logs and Labels 

 
Research Flow 

Figure 4 shows the research flow for defect 
classification of radius shaping in the tire curing 
process. This research's first stage is collecting 
curing machine datasets containing pressures 
and radius logs. By placing a pair of ultrasonic 
sensors one meter away from the curing bladder, 
as shown in Figure 1, Figure 2 represents the 
sensor placement data logs containing radius, 
pressure, delay, and rim values. Figure 3 
represents the data label of the collected curing 
machine datasets. The label contains defects: 
crown bare (CB), cracked inner liner (CIL), and 
normal. 
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Figure 4. Research Flow 

 
Data normalization is required to avoid 

overfitting or underfitting DNN models, which 
means the model works well in the training phase 
but not in the validation or testing phase. 
Additionally, the data distribution is important to 
equilibrate the model performance divided into 
70% for the training and 30% for the testing 
phases. The dataset in the training phase is 
divided into 90% for the training phase and 10% 
for the evaluation phase. 30% of 90% in the 
training phase is the dataset for the validation 
phase. 

The proposed architecture combines two 
neural networks as the predictor and the 
classifier. The predictor generates pressure, 
actual radius, delay, and rim values by using a 
pair of ultrasonic sensor values as input. The 
classifier generates the defect label for the green 
tyre curing process. 

After the architecture is designed, the 
model needs to be trained and validated. The 
confusion matrix is used to analyze the model fit 
between the training and validation phases. 

 
Deep Neural Network 

Backpropagation is a supervised learning 
approach for artificial neural networks that uses 
gradient descent. The approach computes the 
gradient of the error function with respect to the 
neural network's weights, given an artificial 
neural network and an error function. It is a 
multilayer feedforward neural network extension 
of the delta rule for perceptron.  

Based on Figure 2, our datasets consist of 
input-output pairs of size N is denoted 

{( , ),..., ( , )}i i N NX x y x y= . While the error 

function in classic backpropagation is the mean 
squared error, denoted as [6, 7, 8]. 
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Proposed Architecture 

The DNN Architecture is required to be 
designed to represent the curing machine data 
logs shown in Figure 2. This paper proposed a 
two-DNN architecture that includes both the 
predictor and classifier models. The predictor 
model consists of 2 inputs (x1,x2) that represent a 

pair of ultrasonic sensors. The predictor model 

generates predicted values (y1,…,y4) such as 

pressure, actual radius, delay, and rim values. 
Based on Figure 3, the classifier generates the 
label of radius shaping defects (z1,…,z3), namely 

crown bare (CB), cracked inner liner (CIL), and 
Normal.  

Figure 5 represents the proposed DNN 
architecture. 
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Figure 5. The Proposed DNN Architecture 

 
Table 1 shows the DNN architecture 

hyperparameters [8][9]. The hyperparameters are 
designed to build DNN architecture to find the 
optimum values of several layers, several hidden 
layers, activation functions, an optimizer, and the 
learning rate [12].  

Based on the Network Hyperparameters, 
Table 2 shows several DNN models constructed 
by num of layers (nL), num of neurons (nN), 
batch size (bS), and activation function.  
 

Table 1. Network Hyperparameters 
Hyperparameters Configurations 

Num of Layers [4, 8, 16, 32, 64] [8] 
Batch Sizes [4, 8, 16, 32, 64] [8] 
Num of Neurons [4, 8, 16, 32, 64] [8] 
Activation Functions Sigmoid, LeakyReLu 
Optimizers Adam [10, 11, 13]  
Loss Function Cross-Entropy [14]  
Learning rate 0.0001 

 
Table 2. DNN Models 

Model 
No 

Layer Config 
(nL/nN/bS) 

Activation 
Function 

1 4 / 8 / 4 Sigmoid 
2 4 / 8 / 4 LeakyReLu 
3 4 / 16 / 4 LeakyReLu 
4 8 / 16 / 4 LeakyReLu 
5 8 / 32 / 4 LeakyReLu 
6 16 / 32 / 4 LeakyReLu 
7 8 / 32 / 8 LeakyReLu 
8 8 / 32 / 16 LeakyReLu 
9 8 / 32 / 32  LeakyReLu [13]  

10 8 / 32 / 64  LeakyReLu [13]  
11 8 / 32 / 128 LeakyReLu 
12 8 / 64 / 8 LeakyReLu 

 

RESULTS AND DISCUSSION 
The DNN models were performed using 

Intel(R) Core i5-6300HQ CPU@2.30GHz, 16GB 
RAM, and Nvidia GeForce GTX 960M 4GB 
VRAM [13]. Table 3 compares the performance 
of the DNN models in terms of training accuracy, 
validation accuracy, training accuracy, training 
loss, validation loss, and execution time. 

Table 3 shows the proposed model was 
trained using the Adam [10][11] optimizer in 200 
epochs. Models 4, 5, and 6 have good model 
performance, resulting in training accuracy above 
97%. However, the trained model needs to be 
validated to show that it can classify well, given 
the distribution of different datasets. Figure 6 
shows a summary of the proposed model training 
process. 

 
Table 3. DNN Models Performance 

Model 
No 

Acc 
(Tr/Val/Ts)  

(%) 

Loss 
(Tr/Val)  

(%) 

Exec. 
Time  

(s) 

1 72.13 / 63.36 / 77.27 62.25 / 71.30 20.5 
2 93.78 / 90.63 / 95.45 15.98 / 20.50 20.2 
3 95.07 / 93.22 / 95.45 11.62 / 16.33 21 
4 97.58 / 95.03 / 100 6.21 / 13.78 23.5 
5 97.88 / 95.00 / 100 4.93 / 20.63 28.4 
6 94.54 / 92.63 / 95.45 10.56 / 21.43 37.4 
7 95.68 / 93.68 / 95.45 9.11 / 19.71 17.7 
8 95.52 / 91.01 / 95.45 9.89 / 26.51 11.4 
9 95.70 / 92.53 / 95.45 10.42 / 23.93 8.54 

10 91.05 / 87.37 / 95.45 19.59 / 28.99 7.04 
11 91.55 / 88.00 / 95.45 20.07 / 26.11 6.46 
12 97.07 / 96.85 / 100 6.44 / 7.16 18.2 
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Figure 7 shows the DNN Model (5) with the 
layer configuration num of layers (nL=8), num of 
neurons (nN=32), batch size (bS=4), and 
Activation Function (“LeakyReLu”).  

This DNN model shows a fit representation 
of training and validation values, which means 
the trained DNN model has a good data 
distribution for training dan validation. Moreover, 
this DNN model can predict and classify the 
defects of the radius shaping process in data test 
distribution shown in Figure 8. In order to 
represent the performance of particular DNN 
models, this paper assigned the precision, recall, 
and F1-score, which formulated as [15, 16, 17], 

( )

( )
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TP FN
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+
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( )
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+
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1 2
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+
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Recall (True Positive Rate/TPR) is defined 
as a correct predicted positive observation over 
all label distributions in the actual label. Precision 
is defined as the correct predicted observations 
of the total predicted positive observations. The 
F1-score is a weighted average of precision and 
recall, which takes both false positive and false 
negative observations into account. 

Based on Figure 8, the confusion matrix in 
the DNN Model (5), which produces precision, 
recall, and F1-score, Label CB produces 94% 
precision, 94% recall, and 94% F1-score. Label 
CIL produces 94% precision, 95% recall, and 
94% F1-score. Label Normal produces 93% 
precision, 92% recall, and 93% F1-score. 

 

 

 
Figure 6. DNN Models Training Performance 

 

 
Figure 7. DNN Models (5) Training Performance 
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Figure 8. DNN Models (5, 4, and 12) Confusion Matrix 

 
 

CONCLUSION 
This research suggests utilizing a fine-

tuned Deep Neural Network to identify aberrant 
radius shaping during the curing process. Several 
DNN models were investigated to develop an 
optimum DNN model for defects detection of 
radius shaping during the curing process. The 
proposed 12 DNN models were trained using the 
Adam optimizer in 200 epochs. Models 4, 5, and 
6 have good model performance, resulting in 
training accuracy above 97%. The trained model 
needs to be validated to show that it can classify 
well, given the distribution of different datasets. 
The dataset distribution must be in equilibrium to 
generate a fit DNN model performance matrix. 
Model 1 has a training accuracy of 72.13%, a 
validation accuracy of 63.36%, and a testing 
accuracy of 77.27%. However, Model 1 produces 
a high loss of 62.25% and a validation loss of 
71.30%. The fine-tuned DNN architecture has 
been exported for use in the curing system. The 
DNN was trained with a training accuracy of 
97.88%, a validation accuracy of 95%, a testing 
accuracy of 100%, and a loss of 4.93%. 
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