
University of Memphis University of Memphis 

University of Memphis Digital Commons University of Memphis Digital Commons 

Electronic Theses and Dissertations 

2020 

Extremal Graph Theory and Dimension Theory for Partial Orders Extremal Graph Theory and Dimension Theory for Partial Orders 

David Lewis 

Follow this and additional works at: https://digitalcommons.memphis.edu/etd 

Recommended Citation Recommended Citation 
Lewis, David, "Extremal Graph Theory and Dimension Theory for Partial Orders" (2020). Electronic Theses 
and Dissertations. 2639. 
https://digitalcommons.memphis.edu/etd/2639 

This Dissertation is brought to you for free and open access by University of Memphis Digital Commons. It has 
been accepted for inclusion in Electronic Theses and Dissertations by an authorized administrator of University of 
Memphis Digital Commons. For more information, please contact khggerty@memphis.edu. 

https://digitalcommons.memphis.edu/
https://digitalcommons.memphis.edu/etd
https://digitalcommons.memphis.edu/etd?utm_source=digitalcommons.memphis.edu%2Fetd%2F2639&utm_medium=PDF&utm_campaign=PDFCoverPages
https://digitalcommons.memphis.edu/etd/2639?utm_source=digitalcommons.memphis.edu%2Fetd%2F2639&utm_medium=PDF&utm_campaign=PDFCoverPages
mailto:khggerty@memphis.edu


EXTREMAL GRAPH THEORY

AND

DIMENSION THEORY FOR PARTIAL ORDERS

by

David C. Lewis

A Dissertation

Submitted in Partial Ful�llment of the

Requirements for the Degree of

Doctor of Philosophy

Major: Mathematical Sciences

The University of Memphis

May 2020



ACKNOWLEDGEMENTS

First I would like to thank my supervisor, Béla Bollobás, for his constant

encouragement during my Ph.D. programme. I am grateful to Béla for inviting me

to Cambridge, Lucca, and Rio de Janeiro, and for the countless opportunities he has

given me.

I would like to thank Gabriella Bollobás for her kindness and hospitality. I am

also in�nitely grateful to Tricia Simmons for all her hard work, and for making sure

I didn't miss any deadlines.

I am also grateful to Je�rey Wheeler, without whom I never would have thought

to apply to the University of Memphis in the �rst place.

I would like to thank my collaborators, António Girão, Kamil Popielarz, and

Victor Souza, and the many other friends I made in Memphis, Cambridge, Lucca,

and Rio de Janeiro. I would also like to thank Hunter Spink and Wang Zhiyu for

their helpful comments and advice.

I would like to thank my parents, my brothers, and especially Zimmy.

Finally, I am thankful to Đặng Thị Siêm for her love and support. Em là thức

ăn của anh!

The research in this dissertation was supported by NSF-DMS grants #1855745,

�Applications of Probabilistic Combinatorial Methods� and #1600742, �Probabilistic

and Extremal Combinatorics.�

ii



ABSTRACT

Lewis, David C. Ph.D. The University of Memphis. May 2020. Extremal Graph
Theory and Dimension Theory for Partial Orders. Major Professor: Béla Bollobás,
Ph.D.

This dissertation analyses several problems in extremal combinatorics.

In Part I, we study the following problem proposed by Barrus, Ferrara,

Vandenbussche, and Wenger. Given a graph H and an integer t, what is the

minimum number of coloured edges in a t-edge-coloured graph G on n vertices such

that G does not contain a rainbow copy of H, but adding a new edge to G in any

colour creates a rainbow copy of H? We determine the growth rates of these

numbers for almost all graphs H and all t ≥ e(H).

In Part II, we study dimension theory for �nite partial orders. In Chapter 1, we

introduce and de�ne the concepts we use in the succeeding chapters.

In Chapter 2, we determine the dimension of the divisibility order on [n] up to a

factor of Θ(log log n).

In Chapter 3, we answer a question of Kim, Martin, Masa°ík, Shull, Smith,

Uzzell, and Wang on the local bipartite covering numbers of di�erence graphs.

In Chapter 4, we prove some bounds on the local dimension of any pair of layers

of the Boolean lattice. In particular, we show that the local dimension of the �rst

and middle layers is asymptotically n
log2 n

.

In Chapter 5, we introduce a new poset parameter called local t-dimension. We

also discuss the fractional variants of this and other dimension-like parameters.

All of Part I is joint work with António Girão of the University of Cambridge

and Kamil Popielarz of the University of Memphis.

Chapter 2 of Part II is joint work with Victor Souza of IMPA (Instituto de

Matemática Pura e Aplicada, Rio de Janeiro).

Chapter 3 of Part II is joint work with António Girão.
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INTRODUCTION

The purpose of this dissertation is to solve problems in two areas of extremal

combinatorics, namely extremal graph theory and dimension theory for �nite partial

orders.

In the �rst part of this dissertation, we study the rainbow saturation numbers of

graphs. Given a graph H and an integer t ≥ e(H), the nth t-rainbow saturation

number of H is the minimum number of edges in a t-edge-coloured graph on n

vertices that does not contain a rainbow copy of H, but to which the addition of a

new coloured edge between any pair of vertices creates a rainbow copy of H. We

completely characterise the growth rates of the t-rainbow saturation numbers for all

graphs belonging to a large class of connected graphs. In particular, we prove that,

for every r ∈ N and t ≥
(
r
2

)
, the t-rainbow saturation numbers of the complete

graph on r vertices are asymptotically Θr,t(n log n), con�rming a conjecture of

Barrus, Ferrara, Vandenbussche, and Wenger [3]. We also show that the only graphs

(without isolated vertices) whose t-rainbow saturation numbers are quadratic are

stars, answering another question of Barrus et al.

The second part of this dissertation concerns some dimension-like parameters of

�nite posets. These parameters are formally de�ned in the �rst chapter. The classic

Dushnik-Miller dimension was introduced by Dushnik and Miller [43] in 1941. The

Dushnik-Miller dimension (or simply the dimension) of a poset P is de�ned as the

minimum cardinality of a set of linear orders whose intersection is P . If P is �nite,

we can also de�ne the dimension of P as the smallest nonnegative integer n such

that we can assign n N�valued coordinates to each point in P in such a way that,

for every x and y in P , x ≤ y if and only if each coordinate for x is less than or

equal to the corresponding coordinate for y. Given an integer t ≥ 2, the t-dimension

of P is de�ned in the same way as the dimension, except that the coordinates are

required to take values in [t] = {1, 2, . . . t}.
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In the second chapter, we look at the divisibility order on the set

[n] = {1, 2, . . . n}. We show that the dimension of this poset is (log n)2(log log n)−Θ(1)

as n→∞, and that the same is true for the t-dimension for each integer t ≥ 2. We

also show that this result holds for other sets of integers, such as the arithmetic

progression a[n] + b, and for the set of ideals in a number �eld with norm at most n.

We prove a similar result for monic polynomials over a �nite �eld with degree at

most n, showing that this poset has dimension and t-dimension n2(log n)−Θ(1). We

also prove an analogue of a result of Füredi and Kahn [24] for the 2-dimension of

posets of bounded degree, and use it to show that, for every α ∈ (0, 1) and every

integer t ≥ 2, the t-dimension of the divisibility order on (α, n] is Θα,t(log n).

In the succeeding chapters, we study a variant of dimension called local

dimension, introduced in 2016 by Ueckerdt [58]. Given a �nite poset P , the local

dimension of P is the smallest n such that we can assign each x ∈ P a subset S(x) of

N with cardinality at most n and a sequence of N�valued coordinates {xi : i ∈ S(x)}

so that, for all x and y in P , x ≤ y if and only if xi ≤ yi for all i ∈ S(x) ∩ S(y).

The third chapter focuses on a problem related to local dimension proposed by

Kim, Martin, Masa°ík, Shull, Smith, Uzzell, and Wang [32], namely, given a

so-called di�erence graph H, what is the smallest d such that H has an edge

covering with complete bipartite subgraphs that covers each vertex at most d times?

In this chapter, we also prove that the poset induced by the �rst two layers of the

n-dimensional hypercube has local dimension (1 + o(1)) log2 log2 n, which is

asymptotically equivalent to its Dushnik-Miller dimension.

In the fourth chapter, we prove some upper and lower bounds on the local

dimension of the poset induced by any pair of layers in the n-dimensional

hypercube, and show that under certain conditions these bounds are asymptotically

correct. In particular, we show that the poset induced by the �rst and middle layer

of the hypercube has local dimension (1 + o(1)) n
log2 n

.
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In the �fth chapter, we introduce a new parameter called the local t-dimension,

de�ned in the same way as local dimension except that the coordinates are required

to be [t]�valued rather than N�valued. We prove some basic results about this

parameter, and also discuss the fractional linear programming relaxation of this and

other dimension-like parameters.

Graph theory notation follows [7]. In the sequel, we use log to denote the

base�2 logarithm and ln to denote the natural logarithm.
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Part I

Rainbow Saturation of Graphs
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CHAPTER 1

INTRODUCTION TO RAINBOW SATURATION

All work in this part of the present dissertation is joint work with António Girão

and Kamil Popielarz. Another version of this part has been accepted for publication

in the Journal of Graph Theory [26].

In extremal graph theory, over many decades, much attention has been paid to

the following two types of question. One is the classical Turán-type problem [57]

which asks for the maximum number of edges a graph on n vertices can have

provided it does not contain as a subgraph any member of a �xed class of graphs H.

The other question is concerned with another extreme, namely to determine the

minimum number of edges in a graph G on n vertices which does not contain any

member of H as a subgraph, but for which the addition of any edge between two

non-adjacent vertices of G creates a copy of some graph H ∈ H.

Given a class H of graphs, a graph G is called H-free if none of its subgraphs

are in H. An H-free graph G on n vertices that is maximal with respect to inclusion

among n-vertex graphs is said to be H-saturated. The latter question can then be

reformulated: what is the smallest number of edges in a H-saturated graph on n

vertices? This number, called the nth saturation number of H, is usually denoted by

sat(n,H). When H is the isomorphism class of a single graph H, we write it as H.

Saturation numbers were studied by Zykov [60] and independently by Erd®s,

Hajnal, and Moon [17] who proved that sat(n,Kr) = (r − 2)(n− 1)−
(
r−2

2

)
. By

making the obvious changes, one can also de�ne saturation numbers for `-uniform

hypergraphs for any ` ∈ N. Soon after saturation numbers were �rst introduced,

Bollobás [5] showed that sat(n,K`
s) =

(
n
`

)
−
(
n−(s−`)

`

)
, where K`

s is the complete

`-uniform hypergraph on s vertices. Note that the highest-order terms cancel and
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the resulting polynomial has degree `− 1 as a function of n. Bollobás also

conjectured that sat(n,H) = O(n) for every class of graphs H. Kászonyi and

Tuza [30], in 1986, con�rmed this conjecture. For more information on saturation

numbers we refer the reader to the survey of Faudree, Faudree, and Schmitt [20].

In Part I of this dissertation, we will be interested in a variation of the

saturation numbers, following the approach of Hanson and Toft [28], who extended

this notion to edge-coloured graphs.

First, we introduce some de�nitions. We de�ne a t-edge-coloured graph to be an

ordered pair (G, c), where G is a graph and c is a t-edge-colouring of G, i.e., a

function from the edge set of G to the set {1, 2, 3, . . . , t}, whose elements we call

colours. An edge-coloured subgraph of G is a pair (H, c|E(H)), where H is any

subgraph of G. Throughout this part, we will usually identify the coloured graph

(G, c) with the graph G, especially when it is clear from the context which colouring

is being used. Note that we do not require edge colourings to be proper. Given an

integer t and a family F of t-edge-coloured graphs, we say that a t-edge-coloured

graph (G, c) is (F , t)-saturated if (G, c) contains no member of F as an

edge-coloured subgraph, but the addition of any non-edge in any colour from the set

{1, 2, . . . , t} creates a copy of a coloured graph in F . Similarly to the usual

saturation problem, one denotes by satt(n,F) the minimum number of edges in a

(F , t)-saturated t-edge-coloured graph on n vertices. In [28], Hanson and Toft

proved that, for any sequence of positive integers 2 ≤ k1 ≤ k2 ≤ . . . ≤ km,

satt(n,M(Kk1 , Kk2 . . . , Kkm)) =


(
n
2

)
if n ≤ k − 2m(

k−2m
2

)
+ (k − 2m)(n− k + 2m) if n > k − 2m,

(1.1)

where k =
t∑
i=1

ki andM(Kk1 , Kk2 . . . , Kkm) is the collection of coloured graphs
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consisting of a monochromatic copy of Kki in colour i, for each i ∈ {1, 2, . . . ,m}.

In this part of the present dissertation, we investigate some problems proposed

by Barrus, Ferrara, Vandenbussche, and Wenger [3]. Given a graph H and

t ≥ e(H), we let R(H) to be the collection of all rainbow copies of H, i.e. all

t-edge-coloured graphs (H, c) where each edge is assigned a di�erent colour from

{1, 2 . . . , t}. We shall call satt (n,R(H)) the nth t-rainbow saturation number of H,

and, if the set of colours is in�nite (say the set of natural numbers) we shall simply

write sat (n,R(H)) and call it the nth rainbow saturation number of H. Our goal

throughout is to determine the value of satt (n,R(H)) for a �xed graph H.

The authors of [3] proved several beautiful and surprising results concerning

these numbers. In particular, they showed a rather interesting phenomenon, namely

that there are graphs whose t-rainbow saturation numbers grow considerably faster

as a function of n then the usual saturation numbers. For example, they proved that

for every integer r and t ≥
(
r
2

)
there exist two positive constants c1 and c2 such that

c1
n log n

log log n
≤ satt (n,R(Kr)) ≤ c2n log n. (1.2)

In the same paper, the authors determined the t-rainbow saturation numbers of

stars, showing that satt (n,R(K1,k)) = Θ(n2) for any positive integers t ≥ k ≥ 2.

This result con�rms that the growth rates of rainbow saturation numbers behave

very di�erently from the usual saturation numbers. They also state the following

conjecture.

Conjecture 1 ([3]). For any integers r and t with t ≥
(
r
2

)
,

satt (n,R(Kr)) = Θ(n log n).

One of our aims is to prove this lovely conjecture. Moreover, we show that any

graph H without isolated vertices satisfying satt (n,R(H)) = Θ(n2), for some
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t ≥ e(H), must be a star. This answers a question posed in [3] asking if stars were

the only graphs with quadratic t-rainbow saturation numbers. Observe that the

function satt (n,R(H)) is monotonically decreasing in t for every graph H.

Therefore, one just needs to show satt (n,R(H)) = o(n2) when t = e(H). Indeed, we

show the following stronger result.

Theorem 1. Let H be a graph without isolated vertices which is not a star. Then,

for any t ≥ e(H),

satt (n,R(H)) = O(n log n).

Observe trivially that adding isolated vertices to H does not change the rainbow

saturation numbers when n is su�ciently large.

Given a graph H, we say that a vertex x ∈ V (H) is conical if its degree is

|H| − 1 and we say an edge is pendant if one of its endpoints has degree 1. For any

r ≥ 4, we de�ne Kr with a rotated edge to be the graph obtained by taking with a

copy of Kr, adding a new vertex, and "rotating" one edge by replacing one of its

endpoints with the new vertex, as in Figure 1.1.

Figure 1.1: K6 with a rotated edge. The dashed line represents the removed edge.

In the next result, we completely characterise the growth rates of t-rainbow

saturation numbers of every connected graph H with no leaves, for every t ≥ e(H).

Actually, we prove a slightly stronger result.

Theorem 2. Let H be a connected graph of order at least 3. Then, for every

t ≥ e(H), satt (n,R(H)) equals:

1. Θ(n2), if H is a star.

8



2. Θ(n log n), if H has a conical vertex but is not a star.

3. Θ(n log n), if every edge of H is in a triangle.

4. Θ(n), if H contains a non-pendant edge which does not belong to a triangle.

5. Θ(n), if H is a Kr with a rotated edge, for some even r ≥ 4.

We note that if H is connected with no pendant edges, then, for any t ≥ e(H),

satt (n,R(H)) = Θ(n log n) if every edge belongs to a triangle (by 3) and

satt (n,R(H)) = Θ(n) otherwise (by 4).

We con�rm Conjecture 1 as a direct consequence of Theorem 2:

Theorem 3. For any integers r and t with t ≥
(
r
2

)
, satt (n,R(Kr)) = Θr,t(n log n).

We would like to note that Conjecture 1 was independently proved by Korándi [37]

and by Ferrara, Johnston, Loeb, Pfender, Schulte, Smith, Sullivan, Tait, and

Tompkins [22].

It is easy to check that all graphs excluded from the classi�cation of Theorem 2

can be constructed by starting with a connected graph in which every edge lies in a

triangle and adding pendant edges to the graph. Note that not all graphs

constructed in this way are excluded, as the class of such graphs includes all cliques

with a rotated edge and some graphs with a conical vertex. For simplicity, we denote

by B the class of all connected graphs excluded from the classi�cation of Theorem 2.

Although we have not determined the correct order of magnitude of the

t-rainbow saturation numbers of any graph H in B for all t ≥ e(H), in almost all

cases, we were able to determine the order of magnitude of satt (n,R(H)) for all

su�ciently large values of t. The authors of [3] also showed that if H is a graph on

at least �ve vertices with a leaf whose neighbour is not a conical vertex and the rest

of the vertices do not induce a clique then for any t ≥
(|H|−1

2

)
we have

satt (n,R(H)) = Θ(n). Our next result covers almost all the remaining graphs

9



containing a pendant edge. We show that for every H in B (with the exception of

Kr with a rotated edge, r odd), the t-rainbow saturation number of H is linear in n,

for all t su�ciently large.

Theorem 4. Let H be a connected graph with no conical vertex and containing at

least one pendant edge. Moreover, suppose H is not a copy of Kr with a rotated edge

for odd r ≥ 5. Then, for every t ≥ |H|2,

satt (n,R(H)) = Θ(n).

In all results discussed above, we assumed that the number of available colours,

t, is �xed and does not grow with n. In Theorem 20 we scratch the surface of the

case when t = t(n) grows with n and prove that for any r ≥ 3 there exists a

constant cr > 0 such that, for any t ≥
(
r
2

)
, we have

satt (n,R(Kr)) ≤ max

{
cr

log t
n log n, 2(r − 2)n

}
.

In particular, this shows (by taking t(n) to be at least linear in n) that

sat (n,R(Kr)) = Θ(n), for any r ≥ 3.

Finally, we shall remark that we did not rule out the existence of a `sharp

threshold' for some connected graph H, i.e., a t ≥ e(H) such that

satt+1 (n,R(H)) = o(satt (n,R(H))) as a n→∞. However, if such graph exists it

must belong to B, by Theorem 2. Note also that the set of connected graphs for

which we have not determined the correct growth rate of their t-rainbow saturation

numbers for large enough t consists exactly of the aforementioned Kr's with a

rotated edge for odd r ≥ 5.

10



1.1 Organisation and notation

In Chapter 2, we prove lower bounds for the t-rainbow saturation number of two

classes of graphs, namely graphs where every edge belongs to a triangle and graphs

which contain a conical vertex, allowing us to establish the correctness of

Conjecture 1. In Chapter 3, we shall prove Theorem 1 when restricted to the class

of connected graphs, as well as the main parts of the proof of Theorem 2 and

Theorem 4. We split the argument in the following way. First, in Secection 3.1, we

show item 4 of Theorem 2 and in Section 3.2, we prove Theorem 1 assuming the

graph is connected. Secondly, in Section 3.3, we establish item 5. In Section 3.4, we

shall give upper bounds (depending on t), for the t-rainbow saturation numbers of

complete graphs. We also show that, when the palette of colours is in�nite, the

rainbow saturation numbers of complete graphs are linear. In Chapter 4, we

complete the proof of Theorem 1, showing it also holds for disconnected graphs

without isolated vertices. In Section 3.5, we deduce from the results proved in

previous sections Theorem 2 and Theorem 4. Finally, in Section 4.1 we make some

remarks and propose some conjectures and questions that we would like to be

investigated.

Our notation is mostly standard. For a graph G we de�ne e(G) to be the

number of edges in G. For S ⊆ V (G), we denote by e(S) the number of edges with

both endpoints in S, and, for S, T ⊆ V (G), we denote by e(S, T ) the number of

edges with one endpoint in S and the other in T . A non-edge of G is an edge of G.

Moreover, we say a non-edge in a graph G is R(H)-saturated if adding e in any

colour from the palette of colours understood by the context creates a rainbow copy

of H. Also, if v is a vertex in an edge-coloured graph, we say informally that v sees

a given colour if it is incident with an edge of that colour. For any positive integer

k, we de�ne the k-star to be the graph K1,k.

11



CHAPTER 2

LOWER BOUNDS ON RAINBOW SATURATION NUMBERS

In this chapter, we show that if a graph possesses certain properties then its

t-rainbow saturation numbers grow at least as fast as Ω(n log n). Before doing so,

we will need the following trivial lower bound for the rainbow saturation numbers of

a connected graph on at least three vertices.

Lemma 5. If H is a connected graph on at least three vertices then

sat (n,R(H)) ≥ n−1
2
.

Proof. It is easy to check that if G is an R(H)-saturated graph then it has at most

one isolated vertex, hence e(G) ≥ n−1
2
. Indeed, observe �rst that, since H is

connected and has at least three vertices, every edge in H has an endpoint with

degree at least 2. Therefore, if there are two isolated vertices in G, say x and y,

then adding the edge xy to G with any colour must create a copy of H, hence either

x or y must have degree at least 1, which gives a contradiction.

The following theorem improves a result of Barrus et al. [3] and con�rms

Conjecture 1 above.

Theorem 6. Let H be a graph in which every edge lies in a triangle, then if

t ≥ e(H),

satt (n,R(H)) ≥
(

1

4t
+ o(1)

)
n log n.

Proof. For each positive integer n, let (G, c) = (Gn, cn) be a R(H)-saturated

t-edge-coloured graph on n vertices and m = m(n) edges. Note that, by Lemma 5,

m ≥ n−1
2
. Moreover, G has diameter at most 2, and, if n ≥ 3, then we must have

d(v) ≥ 2 for all v ∈ V (G). Indeed, suppose v is a vertex of degree 1, and suppose

the unique edge incident with v is blue. Because every edge of H lies in a triangle,

12



adding a new blue edge incident with v must create a rainbow triangle, but this

triangle must include both the original blue edge and the new one.

For every colour i ∈ {1, 2, . . . , t} and every vertex v, let di(v) be the degree of v

in the subgraph spanned by the i-coloured edges and mi be the total number of

i-coloured edges. Now, pick a colour, say 1, and, for each vertex v and each pair

i < j of colours di�erent from 1, consider the complete bipartite graph Bi,j
v with

parts Siv and S
j
v, where, for any colour k,

Skv = {u ∈ V (G) : uv is a k-coloured edge in G}.

Since the addition of a new edge to G in colour 1 must create a rainbow triangle,

every non-edge of G belongs to at least one of these bipartite graphs. Let

{
X i,j
v ∼ Bernoulli

(
1

2

)
: v ∈ V (G), i < j, i, j 6= 1

}

be a set of independent random variables and, for each v ∈ V (G) and every pair of

colours i < j, i, j 6= 1, set

T i,jv =


Siv if X i,j

v = 0

Sjv if X i,j
v = 1.

Now let U = V (G) \
⋃
{T i,jv : v ∈ V (G), i, j ∈ [t], 1 /∈ {i, j}}. Notice that, if uw is a

non-edge, then at least one of u and w is not in U . U is therefore a clique, so,

because G has m edges,

|U | ≤
√

2m+
1

4
+

1

2
≤
√

2m+ 1. (2.1)

13



We also have the following lower bound on the expected size of U , which follows

from the fact that 2−x is a convex function.

E[|U |] =
∑

v∈V (G)

2−(t−2)(d(v)−d1(v)) ≥ n · 2−2(t−2)
(m−m1)

n . (2.2)

Combining these inequalities, we get

n · 2−2(t−2)
(m−m1)

n ≤
√

2m+ 1. (2.3)

Since this holds for every colour, we can take the average over all colours to obtain

n · 2−2
(t−1)(t−2)

tn
m ≤

√
2m+ 1. (2.4)

Let γ be a constant such that m < (γ + o(1))n log n. Then m = n1+o(1) and

√
2m+ 1 = m

1
2

+o(1) ≥ n · 2−2
(t−1)(t−2)

tn
m ≥ n1−2γ

(t−1)(t−2)
t

+o(1), (2.5)

which implies that

n1−2γ
(t−1)(t−2)

t
+o(1) ≤ m

1
2

+o(1) = n
1
2

+o(1). (2.6)

It follows that 1− 2γ (t−1)(t−2)
t

+ o(1) ≤ 1
2

+ o(1). By taking the limit as n→∞, we

can eliminate the o(1) terms, so
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γ ≥ t

4(t− 1)(t− 2)
≥ 1

4t
. (2.7)

Using a similar argument, we can show that every graph with a conical vertex also

has t-rainbow saturation numbers at least Ω(n log n).

Theorem 7. If H is a graph with a conical vertex and |H| ≥ 3, then, for any

t ≥ e(H),

satt (n,R(H)) ≥
(

1

4t2
+ o(1)

)
n log n.

Proof. Let H be a graph which is not a star containing a conical vertex v. For every

positive integer n, let (G, c) = (Gn, cn) be an R(H)-saturated t-edge-coloured graph.

As G has at most one isolated vertex, we can �nd a set S ⊂ V (G) of size at least

n−1
t

such that every vertex in S sees the same colour, say colour 1. Now we claim

that, for every non-edge xy with x, y ∈ S, there must exist a rainbow path of length

2 between x and y using colours in {2, 3, . . . , t}. Suppose by way of contradiction

that this is not the case. When e = xy is added and coloured 1, we must create a

rainbow copy H ′ of H, which implies one of the endpoints of e (say x) must play the

role of v and the other (say y) plays the role of a leaf in H. The latter must hold by

the assumption that there is no rainbow path of length 2 between x and y.

However, in this case, there would already exist a rainbow copy of H in G, namely

H ′ \ {y} ∪ {z}, where z is a neighbour of x with the edge xz coloured 1. We may

now apply the same technique used in the proof of Theorem 6. Let m be the

number of edges of G.

As before, for each vertex x ∈ G and each pair i < j of colours other than 1, we

consider the complete bipartite graph Bi,j
x with parts Six and S

j
x, where, for any

colour k, Skv = {u ∈ S : uv is a k-coloured edge in G}. Since every non-edge
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between vertices of S is joined by a rainbow path in colours other than 1, each of

them is covered by at least one of these bipartite graphs. Let{
X i,j
x ∼ Bernoulli

(
1
2

)
: x ∈ V (G), i < j, i, j 6= 1

}
be a set of independent random

variables and, for each x ∈ V (G) and each pair of colours i < j, i, j 6= 1, set

T i,jv =


Siv if X i,j

v = 0

Sjv if X i,j
v = 1.

Let S \
⋃
{T i,jv |v ∈ V (G), i, j ∈ [t], i, j 6= 1}. If uw is a non-edge, then at least one of

u and w is not in U . Hence U is a clique, so |U | ≤ m
1
2

+o(1). We also have

E[|U |] =
∑
u∈S

2−(t−2)(d(u)−d1(u)) ≥
∑
u∈S

2−(t−2)(d(u)−1) ≥

|S| · 2−(t−2)
2e(S)+e(S,V (G)\S)

|S| −1 ≥ n− 1

t
· 2−2t(t−2) m

n−1
−1,

(2.8)

where, as before, the second inequality holds by the convexity of 2−x. Suppose γ is a

constant for which m < (γ + o(1))(n− 1) log(n− 1). Then

(n− 1)
1
2

+o(1) = m
1
2

+o(1) ≥ n− 1

t
· 2−2t(t−2) m

n−1
−1 ≥

n− 1

2t
· 2−2t(t−2)γ log(n−1) = (n− 1)1−2t(t−2)γ+o(1),

(2.9)

which implies that γ ≥ 1
4t(t−2)

. Therefore

m ≥
(

1

4t(t− 2)
+ o(1)

)
(n− 1) log(n− 1) ≥

(
1

4t2
+ o(1)

)
n log n. (2.10)
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CHAPTER 3

UPPER BOUNDS FOR CONNECTED GRAPHS

Throughout this chapter we will always assume that the graph H in the

expression satt (n,R(H)) is connected and has at least three vertices. The aim of

this section is to provide constructions of rainbow saturated graphs which are, in

some cases, optimal up to multiplicative constants.

First, we show that if H has a cycle then satt (n,R(H)) ≤ O(n log n), for any

t ≥ e(H). Next, for any graph H with a non-pendant edge not contained in any

triangle, we give constructions of t-coloured graphs on n vertices and with Θ(n)

edges which are R(H)-saturated. Observe that if H is not a star then either H

contains a cycle or H is a tree which has a non-pendant edge, hence by the

aforementioned results satt (n,R(H)) ≤ O(n log n) for any t ≥ e(H). This answers a

question from [3] for connected graphs, showing that stars are the only connected

graphs with quadratic rainbow saturation numbers. We also provide constructions

of R(Kr)-saturated graphs on t colours, when t is a function of n.

3.1 Graphs with a non-pendant edge not in a triangle

In this section, we show that if H is a graph with a non-pendant edge not

contained in a triangle then for any integers t ≥ e(H), n ≥ 1 we have

satt (n,R(H)) ≤ cHn, where cH is a constant depending only on H.

Let H be a connected graph on p ≥ 3 vertices and m edges and let

e = xy ∈ E(H) be an edge which is not contained in a triangle. For n ≥ |H| · e(H),

we shall construct a graph G = Gn,H,e on n vertices together with an edge colouring

c = cn,H,e : E(G)→ [m] such that the vast majority of the non-edges of (G, c) are

R(H)-saturated and, if H satis�es some additional conditions, (G, c) is R(H)-free.

Observe that our coloured graph (G, c) uses exactly m = e(G) colours, therefore any
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rainbow copy of H in G must use all of these colours.

First, let {e1, . . . , em = e} and {v1, . . . , vp−1 = x, vp = y} be enumerations of the

edges and vertices of H, respectively. For every i ∈ [m], let Hi be a copy of

H \ {x, y} with the vertex set Vi =
{
vi1, . . . , v

i
p−2

}
, where vij in Hi corresponds to vj

in H.

Now, de�ne a graph G = K ∪ L where G[K] = H1 ∪ · · · ∪Hm is a disjoint union

of Hi's and L is an independent set of size n− |K|. Moreover, for every u ∈ L, u is

joined with vij ∈ K if and only if either xvj or yvj is an edge in H.

Having de�ned G, let us de�ne an edge colouring c of G. Let w1w2 be an edge

in G. Since L is independent we may assume that w1 = vij, for some i ∈ [m] and

j ∈ [p− 2]. Consider now two cases depending on which part w2 belongs to:

1. if w2 ∈ K, then w2 = vik for some k ∈ [p− 2], we let s be such that es = vjvk;

2. if w2 ∈ L , we let s be such that es = xvj or es = yvj.

It follows from the fact that e is not in a triangle that s is well-de�ned. We then

de�ne c(w1w2) = s if s 6= i and c(w1w2) = m otherwise.

First, we shall show that every non-edge in L is R(H)-saturated.

Proposition 8. Every non-edge in L is R(H)-saturated.

Proof. Take any non-edge w1w2 in L and any colour i ∈ [m]. It is easy to check that

adding the i-coloured edge w1w2 to the graph creates a rainbow copy of H with

vertex set Vi ∪ {w1, w2}.

Now we shall describe the properties H must have if there exists a rainbow copy

of H in (G, c).

Lemma 9. Let W be a rainbow copy of H in (G, c). Then, all the following must

hold.
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1. If vivj is an edge of H, for some i, j ∈ [p− 2], then there is k such that vki v
k
j is

an edge in W .

2. There is exactly one i ∈ [p− 2] such that there exist distinct k, k′ with

vki , v
k′
i ∈ W (we shall say that i is not unique in W ).

3. There is exactly one vertex in W , say z, such that z ∈ L.

4. If vki ∈ W and vi is adjacent to x or y in H then vki is adjacent to z in W .

5. dW (z) = dH(x) + dH(y)− 1.

6. If vki v
k
j ∈ E(W ) and vk

′
i v

k′
j ∈ E(W ) then k = k′.

Proof. For every k ∈ [m], we let fk ∈ E[W ] be the edge of W of colour k. Observe,

that for every k ∈ [m− 1], the only k-coloured edges in (G, c) are exactly those

edges which are `copies' of ek, in other words,

(a) if ek = vivj, for i, j ∈ [p− 2] then fk = vk
′
i v

k′
j for some k′ 6= k;

(b) and if ek = vivj, for i ∈ [p− 2], j ∈ {p− 1, p}, then fk = vk
′
i z, for some z ∈ L,

k′ 6= k.

Note that since H is connected and W must intersect at least two distinct Hi's,

it follows that |W ∩ L| ≥ 1. Moreover, it follows from 3.1 and 3.1 that for every

i ∈ [p− 2], there exists some k′ ∈ [m] such that vk
′
i ∈ W . Hence, Item 1 holds.

To see Items 2 and 3, observe �rst that if there are two di�erent indices

i 6= i′ ∈ [p− 2] for which there exists two copies of vi, vj in W then

|W | ≥ (p− 2) + 2 + 1 = p+ 1, which is a contradiction. Therefore, there is at most

one index which is not unique.

To �nish the proof of Items 2 and 3, it is enough to show that |W ∩K| ≥ p− 1.

Let us consider where the edge fm, of colour m appears in W . If fm ∈ G[K], then

fm = vki v
k
j for some i, j, k such that vivj = ek. Since we know by 3.1, that
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fk = vk
′
i v

k′
j for some k′ 6= k we have that both i and j are not unique in W , which

cannot happen as we have seen. Therefore, we may assume that fm = zvki for some

z ∈ L and i, k. By construction vi is adjacent to either x or y. Without loss of

generality, we can assume that vi is adjacent to x, and again by construction,

ek = vix. Since fk = wvk
′
i , for some w ∈ L and k′ 6= k, we have that i is not unique

in W . Hence, |W ∩K| = p− 1 and |W ∩ L| = 1 and w = z.

Now, to prove Item 4, suppose vki ∈ W . Notice that we already showed that if i

is not unique in W then z is adjacent to vki in W . Therefore, we may assume that i

is unique in W . Since vi is adjacent to either x or y, without loss of generality, we

may assume that vi adjacent to x, and therefore we have that vix = e` for some `.

Hence, as observed before, f` = wvk
′
i for some w ∈ L and k′ ∈ [m]. Since there is

only one vertex in L, namely z, and i is unique in W we have that w = z and k′ = k

hence f` = zvki is an edge in W .

Next, to show Item 5, note that since z is the only vertex in W ∩ L, it must be

incident with fm and dH(x)− 1 + dH(y)− 1 edges of other colours. Hence,

dW (z) = dH(x) + dH(y)− 1.

Finally, if Item 6 does not hold then both i and j are not unique in W , which

contradicts Item 2.

Proposition 10. If H has an edge e which is in a cycle but not in a triangle, then

there is no rainbow copy of H in (G, c) = (Gn,H,e, cn,H,e).

Proof. Suppose for contradiction that W is a rainbow copy of H in (G, c). Let g be

the length of a longest cycle in H which uses e. We shall show that there is a

natural correspondence between the g�cycles in W and the g�cycles in H not using

the edge e, thus yielding a contradiction, since the number of g�cycles in W is then

strictly smaller than the number of g�cycles in H.

Let C be a g�cycle in W . We shall �nd a corresponding g�cycle KC in H. If C

does not use vertices from L, i.e., C = vik1 . . . v
i
kg
vik1 , with k1, . . . , kg ≤ p− 2, then let
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KC = vk1 . . . vkgvk1 . Note that by construction KC is a g�cycle in H.

Otherwise, by Item 3 in Lemma 9, C uses exactly one vertex from L, i.e.,

C = uvik1 . . . v
i
kg−1

u with u ∈ L and k1, . . . , kg−1 ≤ p− 2. In that case let

KC = wvk1 . . . vkg−1w, where w = x if vk1 is a neighbour of x in H, or w = y

otherwise.

We claim that KC is a g-cycle in H. Indeed, observe �rst that by construction

vk1 . . . vkg−1 is a path in H. Note also that vk1 and vkg−1 both have exactly one

neighbour in {x, y}. Therefore, if vk1 and vkg−1 are both adjacent to the same vertex

w ∈ {x, y} then KC is indeed a g�cycle. We can therefore assume, without loss of

generality, that k1 is adjacent to x and kg−1 is adjacent to y. We note that

k1, . . . , kg1 , x, y is then a (g + 1)�cycle in H using the edge e = xy, which contradicts

the assumption that g is the size of a longest cycle in H using the edge e.

It is easy to check now that if KC = KC′ , for some g�cycle C ′ (di�erent from C)

in W , then we obtain a contradiction to Item 6 of Lemma 9. Finally, there is no

g�cycle C in W such that KC is a g�cycle in H using the edge e, thus we obtain a

contradiction.

Recall that that an edge in a graph is called a bridge if its removal increases the

number of connected components.

Proposition 11. If H has a non-pendant bridge then there is an edge e ∈ H such

that there is no rainbow copy of H in (Gn,H,e, cn,H,e).

Proof. If there is an edge e′ in H which is in a cycle but not in a triangle then the

result follows from Proposition 10, by taking (Gn,H,e′ , cn,H,e′). Hence, we may

assume that every edge in H which is not in a triangle is a bridge. Let e = xy, with

d(x) ≥ d(y), be a non-pendant bridge in H for which d(x) is maximised. By the

assumption e is well de�ned.

Suppose for contradiction that W is a rainbow copy of H in (G, c). We will
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show that the number of non-pendant bridges in W is strictly smaller than the

number of non-pendant bridges in H, thus obtaining a contradiction.

Observe �rst that we cannot have a non-pendant bridge in W incident with any

vertex z ∈ L as then, by Item 5 of Lemma 9, we would have

d(z) ≥ d(x) + d(y)− 1 ≥ d(x) + 1, (3.1)

which would contradict the maximality of d(x). Therefore, if there is a non-pendant

bridge in W , then it must be within K.

Let b = vki v
k
j be a non-pendant bridge in W , for some i, j, k. We shall show that

eb = vivj must be a non-pendant bridge in H. By assumption every edge in H

which is not in a triangle is a bridge hence vivj is contained in a triangle, say in

vivjv` for some ` ∈ [p] \ {i, j}.

Observe that if vivjx or vivjy is a triangle in H then, by Item 4 of Lemma 9,

vki v
k
j z is a triangle in W ; this contradicts the assumption that vki v

k
j is a bridge.

Therefore we can assume that vivjv` is a triangle with ` ≤ p− 2. Since vki v
k
j is a

bridge in W it follows that the edge cannot belong to any triangle in W . Therefore

either vki v
k
` or vkj v

k
` is not an edge in W . Without loss of generality we can assume

that vki v
k
` is not an edge in W . Hence, by Item 1 of Lemma 9, we must have that,

for some k′ 6= k, vk
′
i v

k′

` is an edge in W . By the same item, there also must exist k′′

such that vk
′′
j v

k′′

` is an edge in W . But then there are two indices i and ` which are

not unique in W , contradicting Item 2 of Lemma 9. Therefore, we have that

eb = vivj is indeed a bridge in H.

Note that by Item 6 of Lemma 9 we have that eb 6= eb′ for distinct non-pendant

bridges b, b′ in W . Hence we found a correspondence between the non-pendant

bridges in W and the non-pendant bridges in H \ {e}, which gives a contradiction

as then the number of non-pendant bridges in W is strictly smaller than the number
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of non-pendant bridges in H.

Theorem 12. If H has a non-pendant edge not contained in a triangle then for any

integers t ≥ e(H) and n we have

satt (n,R(H)) ≤ cH · n,

where cH = e(H) · (|H| − 2).

Proof. When n ≤ e(H) · (|H| − 2), the result follows easily by considering a

monochromatic Kn. We may then assume that n > e(H) · (|H| − 2). Consider an

edge in H as in the statement of Proposition 10 or 11. Then there is no rainbow

copy of H in (G = Gn,H,e, cn,H,e) and every non-edge in L is R(H)-saturated. If

there are non-edges in G which are not R(H)-saturated for some colour i, we can

simply add those edges to G and colour them with an appropriate colour, obtaining

(G′, c′). Note that

e(G′) ≤ |L||K|+
(
|K|
2

)
≤ (n− |K|)|K|+ |K|2 =

n|K| ≤ n · e(H) · (|H| − 2).

(3.2)

3.2 Graphs with cycles

The construction presented in this section will be very similar to the one in

Section 3.1. Let H be a graph on p vertices with a cycle. Observe that if H is

triangle-free then there is an edge in H which is in a cycle but not in a triangle,

hence by a result from previous section we have that satt (n,R(H)) = O(n).

Therefore, we can assume that H has a triangle. Let e = xy be an edge of H which

is contained in a triangle.
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As before, for n large enough we shall construct a graph G = Gr
n,H,e on n

vertices together with an edge colouring c = crn,H,e : E(G)→ [t] such that the vast

majority of the non-edges of (G, c) are R(H)-saturated and (G, c) is R(H)-free.

Let {e1, . . . , em = e} and {v1, . . . , vp−1 = x, vp = y} be enumerations of the edges

and vertices of H, respectively. For all i ∈ [m] and j ∈ [h], where

h = dlog(n2m+ 1)e, let Hi,j be a copy of H \ {x, y} with the vertex set

Vi,j =
{
vi,j1 , . . . , v

i,j
p−2

}
, where vi,jl in Hi,j corresponds to vl in H.

Now we de�ne a graph G = K ∪ L, where G[K] =
⋃
i,j Hi,j is a disjoint union of

Hi,j's and L is an independent set of size n− |K|. Moreover, for every u ∈ L and

Hi,j we shall toss a coin and based on the result decide how to join the vertices in

Hi,j with u. More precisely, for u ∈ L, i ∈ [m] and j ∈ [h], let Xu,i,j be a random

variable such that P{Xu,i,j = x} = P{Xu,i,j = y} = 1
2
, and let all the Xu,i,j's be

independent. Now join u with vi,jk ∈ Hi,j if and only if vkXu,i,j ∈ E(H).

Having de�ned G, let us de�ne the edge colouring c. Let w1w2 be an edge in G.

Since there are no edges in L, we can assume that w1 = vi,jk for some i, j, and k.

Consider two cases depending on w2.

1. If w2 ∈ K and w2 = vik′ for some k′, then let s be such that es = vkvk′ .

2. If w2 ∈ L then let s be such that es = vkXw2,i,j.

Now c(w1w2) = s if s 6= i and c(w1w2) = m otherwise.

Proposition 13. With positive probability every non-edge in L is R(H)-saturated.

Proof. Let f = uv be a non-edge in L and i ∈ [m] some colour. Notice, that if f is

i-coloured and there is some j for which Xu,i,j 6= Xv,i,j, then we can �nd a rainbow

copy of H in {u, v,Hi,j}. Call the pair (uv, i) bad if Xu,i,j = Xv,i,j for every j ∈ [h].

The probability that (uv, i) is bad is equal to

P{Xu,i,j = Xv,i,j for every j} = 2−h. (3.3)
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Since we have
(|L|

2

)
≤ n2 non-edges in L and m colours the expected number of bad

pairs is

E [#bad pairs] ≤ 2−hn2m ≤ n2m

n2m+ 1
< 1. (3.4)

Therefore with positive probability there is no bad pair, hence with positive

probability every non-edge in L is R(H)-saturated.

Proposition 14. There is no rainbow copy of H in (G, c).

Proof. Suppose W is a rainbow copy of H in (G, c). We shall show that there is a

natural correspondence between the triangles in W and the triangles in H not using

the edge xy, thus obtaining a contradiction, since the number of triangles in W is

then strictly smaller than the number of triangles in H.

Let T be a triangle in W . We shall �nd a corresponding triangle KT in H. If T

does not uses vertices from L, i.e., T =
{
vi,jk1 , v

i,j
k2
, vi,jk3

}
, with k1, k2, k3 ≤ p− 2, then

let KT = {vk1 , vk2 , vk3}. Note that by construction KT is a triangle in H.

Otherwise, since L is independent, T uses exactly one vertex from L, i.e.,

T =
{
vi,jk1 , v

i,j
k2
, u
}
with u ∈ L and k1, k2 ≤ p− 2. In that case let

KT = {vk1 , vk2 , Xu,i,j} . Again, by construction KT is a triangle in H.

It is easy to check now that if KT = KT ′ for some distinct triangles T and T ′ in

W then at least one colour appears twice in E(T ) ∪ E(T ′), which is a contradiction.

Finally, there is no triangle T in W such that KT is a triangle in H using the edge

xy. This proves that there is no rainbow copy of H in G.

Using those two propositions we are ready to prove the main theorem of this

section.

Theorem 15. If H contains a cycle, then

satt (n,R(H)) ≤ (1 + oH(1))cH · n log n,
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where cH = 2e(H)(|H| − 2).

Proof. By Theorem 12 from the previous section we may assume that H contains a

triangle. Let e be an edge in H contained in a triangle. For n large enough, it

follows from Propositions 13 and 14, that there is (G, c), with vertex partition

K ∪L (where |K| = e(H) · |H| · h), such that every non-edge in L is R(H)-saturated

and there is no rainbow copy of H in (G, c). If there are any non-edges which are

not R(H)-saturated we can just add those edges with appropriate colours to G

obtaining (G′, c′). Therefore (G′, c′) is R(H)-saturated and the number of edges in

G′ is at most (n− |K|) · |K|+ |K|2 = n · |K| = (1 + oH(1))cH · n log n, where

cH = 2e(H)(|H| − 2).

Theorem 1 restricted to the class of connected graphs follows easily as a

corollary of the previous theorem and Theorem 12.

Corollary 16. Let H be a connected graph on at least three vertices which is not a

star. Then, for every t ≥ e(H),

satt (n,R(H)) = O(n log n).

Proof. If H contains a cycle then we are done by Theorem 15. If not, then H is a

tree containing a non-pendant edge and the result follows from Theorem 12.

3.3 Graphs with leaves

In this section we are concerned with connected graphs with at least one leaf. In

[3], Barrus, Ferrara, Vandenbussche, and Wenger showed that, with few exceptions,

if H is a connected graph with a leaf, then for t ≥
(|H|−1

2

)
, satt (n,R(H)) = Θ(n).

Theorem 17 (Barrus, Ferrara, Vandenbussche, and Wenger [3]). Let H be a graph

on at least �ve vertices with a leaf whose neighbour is not a conical vertex and such
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that the rest of the vertices do not induce a clique. Then, for any t ≥
(|H|−1

2

)
, we

have satt (n,R(H)) = Θ(n).

To prove similar bounds for the remaining connected graphs containing a leaf

we shall introduce some terminology. We let Hk,` be the graph obtained by taking a

Kk (where k ≥ 3) and adding two new vertices x and y, where x adjacent to some `

vertices of the clique and yx is a pendant edge. We shall call x the middle vertex

and y the leaf vertex. Note that all such graphs are isomorphic however we choose

the ` neighbours of x in Kk. Also, observe that the graph Kk with a rotated edge is

just Hk−1,k−2.

The following proposition shows that for any ` ≤ k− 2, the t-rainbow saturation

number of Hk,` is linear in n when the number of colours is su�ciently large.

Theorem 18. For any 2 ≤ ` ≤ k − 2 and t ≥ k(k − 1) we have that

satt (n,R(Hk,`)) = O(n).

Proof. Let G = K ∪ L where G[K] is a disjoint union of two cliques of size k, say

C1, C2, and L is independent set on n− 2k vertices. Now, �x `+ 1 vertices C1 and

`+ 1 vertices of C2 and join each vertex in L to all of those vertices.

Let A,B ⊆ [k(k − 1)], with |A| = |B| = k(k−1)
2

be a disjoint union of colours and

A′ ⊆ A, B′ ⊆ B be any subsets of size `+ 1. We shall describe the colouring of the

edges of G. First, colour the edges of C1 using distinct colours from A, and colour

the edges of C2 using distinct colours from B. Now, for every vertex v ∈ L colour

the edges incident with v with distinct colours from B′ if the edges are incident with

C1 and distinct colours from A′ if the edges are incident with C2. Note that in this

colouring each vertex in L is incident with 2(`+ 1) edge of di�erent colours.

We claim that there is no rainbow copy of Hk,` in G. Suppose for contradiction

that W is a rainbow copy of Hk,` in G. First let us �nd a copy of k�clique C in W .
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Up to symmetry there are two cases: either C uses all the vertices from C1 or it uses

k − 1 vertices from C1 and one vertex from L. In the former case the middle vertex

must be in L and the leaf vertex must be in C2. Which is a contradiction since C

uses all colours of A and the edge between the middle and leaf vertices uses a colour

from A′ ⊂ A, therefore W is not rainbow. In the other case, when C uses a vertex

from L, say z, note that ` = k − 2 and therefore the edges between z and the rest of

the clique C use all of the colours from B′. Observe now that the middle vertex

cannot be in C2 since it has to be adjacent to at least two vertices of the clique C

(we assumed that ` ≥ 2). Also, the middle vertex cannot be in L since it has to be

adjacent to at least one vertex from C1 ∩ C, hence must be incident with an edge of

colour from B′ but all the colours of B′ have already been used by the edges incident

with z. Therefore, the middle vertex z must belong to C1 \C and the leaf must be in

L. This is impossible as z is not joined to any vertex of L, which is a contradiction.

Now we shall show that every non-edge in L is R(H)-saturated for any colour

i ∈ [t]. By symmetry, we can assume that i ∈ B. (If i /∈ A ∪B the same argument

holds). It is easy to check now that adding the edge xy, with x, y ∈ L, and colouring

it with colour i, we create a rainbow copy of Hk,` using all the vertices from C1 and

x, y, where x and y play the roles of the middle and leaf vertices, respectively.

The following theorem shows that, when r ≥ 4 is even, the t-rainbow saturation

of Kr with a rotated edge is linear.

Theorem 19. Let r ≥ 4 be even and H be Kr with a rotated edge. Then, for any

t ≥
(
r
2

)
, satt (n,R(H)) = O(n).

Proof. Assume t =
(
r
2

)
. We �rst de�ne a graph Γ with vertex set [r]

r
2 and an edge

between each pair of vertices that di�er in exactly one component. Now we will

de�ne an edge colouring of Γ.

We identify the elements of [t] with the edges of Kr (with vertex set [r]). It is
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well known that Kr has a proper edge colouring with r − 1 colours if r is even. Fix

one such colouring c. The edges of any given colour i form a matching with r
2
edges,

and every vertex is incident with exactly one edge of colour i. For each i ∈ [r − 1],

choose an arbitrary bijection gi from [ r
2
] to the set of edges of colour i. For each

vertex x of Γ, let S(x) be the sum of the components of x modulo r. We de�ne the

edge colouring of of Γ as follows: If x and y are two vertices of Γ that di�er in the

kth component, colour the edge xy by gc(e)
(
k + g−1

c(e)(e)
)
, where e = {S(x), S(y)}.

We claim that every clique in Γ is rainbow and that every vertex is incident with

exactly one edge of each colour. For the �rst claim, observe that the restriction of S

to a maximal clique is a bijection from the vertices of that clique to those of our Kr,

and the function e 7→ gc(e)

(
k + g−1

c(e)(e)
)
, where k is the component on which all the

elements of the clique di�er, permutes the edges of Kr. For the second claim, let f

be any edge of our Kr and let i = c(f) be its colour. Given a vertex x of Γ, let v be

the unique vertex of Kr such that {v, S(x)} is coloured i. Notice that x has exactly

r
2
neighbours y such that S(y) = v, and each of these neighbours di�ers from x in a

di�erent component, hence each edge xy is a coloured with a di�erent i-coloured

edge of Kr, hence x sees the colour f . Therefore every vertex of Γ sees every colour.

But every vertex of Γ has degree
(
r
2

)
, so it must be incident with exactly one edge of

each colour.

To show that Γ is R(H)-free, we �rst observe that every clique in Γ is a subset

of a maximal clique. Hence if there is a rainbow copy of H in Γ, the "missing" edge

of this copy must have the same colour as the pendant edge, contradicting the fact

that the colouring of Γ is proper.

Now, for any n, let G be a graph on n vertices consisting of the disjoint union of⌊
n

r
r
2

⌋
copies of Γ and a monochromatic clique on the leftover vertices. G is

R(H)-free because each of its components is. Suppose we add to G a new edge e in

any colour i. One endpoint x of this new edge must be in a copy of Γ. Since x is
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incident with an edge of colour i and this edge is in a rainbow copy of Kr, removing

this edge and adding e creates a rainbow H. G is therefore an R(H)-saturated

graph with at most 1
2

(
r
2

)
r
r
2

⌊
n

r
r
2

⌋
+
(
r
r
2−1
2

)
edges.

3.4 Complete graphs

Theorem 20. For any r ≥ 3 there exists a positive constant cr (depending only on

r) such that the following holds. For any n and t = t(n) ≥
(
r
2

)
,

satt (n,R(Kr)) ≤ max

{
cr

log t
n log n, 2(r − 2)n

}
.

Proof. First, it is clear we may assume n is su�ciently large, by taking cr large

enough. Note that if t ≤ r7, by Theorem 15 we have

satt (n,R(Kr)) ≤ 2

(
r

2

)
rn log n ≤ r3 log r7

log t
n log n =

7r3 log r

log t
n log n, (3.5)

for n su�ciently large, depending only on r. We may then assume that t ≥ r7. Let `

be a positive integer (to be speci�ed later) and G be the union of 2` disjoint

(r− 2)�cliques together with an independent set M of size n− 2(r− 2)`, where each

edge with one endpoint in M and the other in one of the cliques is present, and there

are no edges between two distinct cliques. Observe that G does not contain any

copies of Kr, because any such copy would need to use at least two vertices from M .

Let A,B an equipartition of the integers {1, 2, . . . , t} (thus, A,B partition [t]

and ||A| − |B|| ≤ 1). Now, we shall arbitrarily colour the edges of the �rst `

(r − 2)�cliques with the colours from A and the edges of the remaining `

(r − 2)�cliques with the colours from B, such that in each clique no colour appears

twice. For each (r − 2)�clique K, let CK be the set colours used by the edges of K.
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Moreover, for each vertex x ∈M and each clique K, we shall take a subset

Bx,K ⊆ A \ CK , if CK ⊆ A, or Bx,K ⊆ B \ CK otherwise, of size r − 2 uniformly at

random (and independently for every choice of x and K) and colour each edge from

x to K with a di�erent element of Bx,K .

Our aim is to prove that with positive probability the addition of any coloured

edge between two vertices in M will form a rainbow copy of Kr. To do so, let us

compute the probability that some edge e = xy, with both endpoints in M , coloured

c creates a rainbow copy of Kr. By symmetry, we can assume that c ∈ B. Let

t′ = |A| −
(
r−2

2

)
. Suppose K ′ is a rainbow copy of Kr−2 such that CK′ ⊆ A.

First, we need the following easy claim.

Claim 1. For positive integers s, u with s ≥ 2u− 1, the following inequality holds:

(
s−u
u

)(
s
u

) ≥ 1− u2

s− u+ 1
.

Proof. Note �rst, that since s ≥ 2u− 1 we have u
s−u+1

≤ 1. Hence

(
s−u
u

)(
s
u

) =
(s− u)!(s− u)!

s!(s− 2u)!
=

(s− 2u+ 1) · (s− 2u+ 2) · · · (s− u)

(s− u+ 1) · (s− u+ 2) · · · s

=
s− 2u+ 1

s− u+ 1
· s− 2u+ 2

s− u+ 2
· · · s− u

s

=

(
1− u

s− u+ 1

)(
1− u

s− u+ 2

)
· · ·
(

1− u

s

)
≥
(

1− u

s− u+ 1

)u
≥ 1− u2

s− u+ 1
,

(3.6)

where the last inequality follows from Bernoulli's inequality: (1− x)p ≥ 1− px for

p ≥ 1 and x ∈ [0, 1].

Observe that by construction c 6∈ (CK′ ∪Bx,K′ ∪By,K′). Hence as long as Bx,K′

and By,K′ are disjoint we are done, i.e., there is a rainbow copy of Kr in {x, y} ∪K ′.

Let us bound the probability that Bx,K′ and By,K′ are disjoint. To do that, we apply
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Claim 1 with s = t′ and u = r − 2:

P {Bx,K′ ∩By,K′ = ∅} =

(
t′−(r−2)
r−2

)(
t′

r

) ≥ 1− (r − 2)2

t′ − r + 3
. (3.7)

Hence, since t′ ≥ t/2− 1 and t ≥ r7, we have

P{{x, y} ∪K ′ is not rainbow Kr} = 1− P {Bx,K′ ∩By,K′ = ∅}

≤ (r − 2)2

t′ − r + 3
≤ 1√

t
.

(3.8)

Note, there are ` rainbow copies of Kr−2 which only use colours from A, so we

deduce that

P{adding e in colour c does not create a rainbow Kr} ≤ t−`/2. (3.9)

Therefore, the probability that a given edge with both endpoints in M is bad, i.e.

the addition of e in some colour does not form a rainbow copy of Kr is at most

e(G) · t−`/2.

This holds because if we colour e in some colour not appearing in the edges of the

graph, then we clearly form a rainbow copy of Kr. Hence, taking

` = max
{⌈

10 logn
log(t)

⌉
, 1
}
, we get

P{ some edge is bad} ≤ e(G)

(
M

2

)
t−`/2 ≤ n42−5 logn ≤ 1

n
< 1. (3.10)

We have thus proved there exists a colouring of G for which no edge with both

endpoints in M is bad. If there are still some unsaturated non-edges in G, just add

them one by one with appropriate colours to G. Let N = V (G) \M . We are now
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done as

e(G) ≤ |N |(n− |N |) +

(
|N |
2

)
≤ |N |n− |N |2 + |N |2 ≤ |N |n

≤ 2`(r − 2)n.

(3.11)

So if ` = 1 then e(G) ≤ 2(r − 2)n and if ` > 1 then e(G) ≤ 20(r−2)
log t

n log n. In order

for the graph to be well-de�ned we must take n big enough (depending on r only) so

that 2(r − 2)` ≤ n.

Observe that as long as t(n) ≥ Ω(n) we have satt (n,R(Kr)) = Θ(n).

Corollary 21. For any r ≥ 3 we have

sat (n,R(Kr)) ≤ 2(r − 2)n.

Proof. When n ≤ 2(r − 2) then the results follows trivially by considering a

monochromatic Kn. We can therefore assume that n ≥ 2(r − 2). Observe that when

there is no restriction on the number of colours then in our construction we can

assign each edge a di�erent colour. In that case we can take ` = 1, which

corresponds to a disjoint union of an independent set A and two (r − 2)�cliques B

and C, such that all the edges between A and B ∪ C are present, and possibly some

edges between B and C. The number of edges is then at most 2(r − 2)n.

We conjecture that this bound is best possible up to an additive constant.

The following construction gives a better upper bound for the rainbow

saturation numbers of a triangle, at least when t is not too large compared to n.

Theorem 22. For any t ≥ 3 with t ≡ 1 or 3 (mod 6),

satt (n,R(K3)) ≤ 3

log
(
t
2

)n log n+ 3n.

33



In particular, sat3 (n,R(K3)) ≤ 3
log 3

n log n+ 3n.

Proof. Let S be a Steiner triple system of order t, i.e., a set of three-element subsets

of [t] such that every pair of elements of [t] is contained in exactly one element of S.

We call the elements of t points and the elements of S lines. It can be shown (see,

e.g., Kirkman [33]) that such a system exists if and only if t ≡ 1 or 3 (mod 6) and

that any such system has exactly t(t−1)
6

lines.1 We de�ne a binary operation

? : [t]2 → [t] as follows:

a ? b =


a if a = b

c, where c is the unique point such that abc is a line if a 6= b.

This operation has the property that, for every �xed a in [t], the map b 7→ a ? b

permutes the elements of each line containing a. We also de�ne a �ag of S to be an

ordered pair (`, p) where ` is a line of S and p is a point on `, and denote by F the

set of all �ags of S. The number of �ags is 3|S| =
(
t
2

)
. For each line `, we choose an

arbitrary ordering of the points on ` and, for any i ∈ [3], we let `(i) denote the ith

point of `.

Given n, let k be the smallest natural number such that
(
t
2

)k
+ 3k ≥ n. Clearly,

k ≤ 1

log (t2)
log n+ 1. Let G be the complete bipartite graph with parts V ⊆ F k and

K = [k]× [3], with |V | = n− 3k. We de�ne a t-edge-colouring c of G, using the

points of our Steiner system as colours, as follows: for each f ∈ V and (i, j) ∈ K, let

c ({f, (i, j)}) = p ? `(j), where (`, p) is the ith component of f . To show that adding

an edge between two vertices in V creates a rainbow triangle, it su�ces to show that

every pair of such vertices is joined by either two disjoint rainbow paths of length

1An easy divisibility argument shows that, if a Steiner triple systems of order t exists, then
t ≡ 1 or 3 (mod 6). Some examples of Steiner triple systems include the projective spaces over F2

(e.g., the Fano plane, which is the smallest nontrivial Steiner triple system) and a�ne spaces over
F3. Bollobás [6] gives another construction for systems of prime order.
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two using disjoint sets of colours or three such paths that each use a di�erent pair of

colours from a set of three. Suppose f and f ′ are k-tuples of �ags that di�er in the

ith component, say fi = (`, p) and f ′i = (`′, p′). First, consider the possibility that

` = `′ and p 6= p′. In this case, for every j ∈ [3], p ? `(j) 6= p′ ? `(j), and neither is

equal to (p ? p′) ? `(j). Thus each path f�(i, j)�f ′ is a rainbow path of length two

using a distinct pair of colours from `. Next, if ` 6= `′, then each edge {f, (i, j)} is

coloured with a di�erent point from ` and each edge f ′, (i, j) is coloured with a

di�erent point from `′ for j ∈ [3]. Since ` and `′ have at most one point in common,

at most one path f�(i, j)�f ′ is monochromatic. If this is the case, then the other

two such paths are rainbow with disjoint sets of colours. Otherwise, all such paths

are rainbow, and at most one pair of them have a colour in common, so there is a

pair that uses disjoint sets of colours.

It is possible that adding an edge between two vertices in K in some colour does

not create a rainbow triangle; there are at most
(|K|

2

)
such edges. We can add these

coloured edges to (G, c) to form an R(K3)-saturated t-edge-coloured graph (G′, c′)

with at most

|V ||K|+
(
|K|
2

)
≤ (n− |K|)|K|+ |K|2 = n|K| ≤ 3

log
(
t
2

)n log n+ 3n (3.12)

edges.

When t = 3, the coe�cient of the n log n term in the upper bound is 3
log 3

, while

for large values of t it is approximately 1.5
log t

.

3.5 Deducing the main results for connected graphs

We are now ready to deduce Theorems 2 and 4.

Proof of Theorem 2. First, note that Item 1 is a result appearing in [3] and

Item 5 is just a restatement of Theorem 19. Now, the lower bounds in Items 2 and 3
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follow from Theorems 6 and 7, respectively, and the upper bound in each is a

consequence of Theorem 15, since in either case H must contain a cycle.

In Item 4 the lower bound follows from Lemma 5 and the upper bound follows from

Theorem 12.

Proof of Theorem 4. Observe �rst that if H is a connected graph on at most four

vertices which contains a leaf and no conical vertex, then H must be a path on four

vertices, hence by Item 4 of Theorem 2 its t-rainbow saturation numbers are linear.

We may therefore assume that |H| ≥ 5. Let xy be a pendant edge of H. If

H \ {x, y} is not a clique then we are done by Theorem 17. Hence, we may then

assume H = Hk,` for some k ≥ 3 and ` ≤ k − 1. Suppose ` ≤ k − 2, then result

follows by Theorem 18. Hence, we may assume ` = k − 1 in which case k must be

odd, by assumption, and therefore H is a Kk+1 with a rotated edge, so we are done

by Theorem 19.
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CHAPTER 4

UPPER BOUNDS FOR DISCONNECTED GRAPHS

In this section, we shall show that the rainbow saturation number of a

disconnected graph can be bounded above by the rainbow saturation number of one

of its connected components, up to additive O(n) term. Moreover, we shall show

that if H is a disconnected graph with no isolated vertices, then the t-rainbow

saturation number of H is at most O(n log n) answering a question from [3] for

disconnected graphs. Throughout the section, we assume, for simplicity of

exposition, that H has no isolated vertices.

For a sequence of graphs H1, . . . , Hk we say that Hi is maximal, for some i ∈ [k],

if Hi is not isomorphic to any proper subgraph of Hj for any j ∈ [k]. Observe that

every �nite sequence has a maximal element; for example, we can take one with the

largest total number of vertices and edges.

Proposition 23. Let H be a graph with connected components H1, . . . , Hk and let

Hi be a maximal component. Then, for every t ≥ e(H), we have

satt (n,R(H)) ≤ satt (n,R(Hi)) +O(n).

Proof. Without loss of generality we may assume that i = 1 and

H1
∼= H2

∼= . . . ∼= H` (for some ` ∈ [k]), and that no other component is isomorphic

to H1. Let H ′ = H`+1 ∪H`+2 ∪ . . . ∪Hk.

Let t′ = e(H) ≤ t and consider the following graph G on n vertices. First add

vertex-disjoint copies of all possible rainbow copies of H ′ for every subset of size

|e(H ′)| in [t′]. Write V1 for the set of vertices spanned by these copies. Second,

consider the following coloured graph H?
1 : for every set A of colours of size e(H1)

inside [t′], we add a rainbow of copy of H1 with colours in A, where all rainbow

copies share exactly one vertex. Now we add `− 1 vertex disjoint copies of H?
1 to G
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and de�ne V2 to be the set of vertices spanned by these copies. In the set

V (G) \ (V1 ∪ V2), consisting of the remaining vertices, we add a R(H1)-saturated

graph on t colours. It is easy to check that every non-edge in V (G) \ (V1 ∪ V2) is

R(H)-saturated. Finally, if there are any non-edges which are not R(H)-saturated,

we add those edges to G in some colour that does not create a rainbow H. Clearly,

there are at most O(n) such edges.

Let us show G does not contain a rainbow copy of H. Suppose by way of

contradiction that it does. We shall obtain a contradiction by showing that the

number of vertex disjoint rainbow copies of H1 in G is strictly smaller `. Note that

H1 cannot be a subgraph of G[V1] as, by construction, H1 is not isomorphic to any

connected component of G[V1] and, by maximality, H1 cannot be a subgraph of any

connected component of G[V1]. Observe as well that each copy of H?
1 contains at

most one rainbow copy of H1. Finally, by construction, V (G) \ V1 ∪ V2 does not

contain a rainbow copy of H1. Therefore there are at most `− 1 vertex disjoint

rainbow copies of H1.

Let p = |V1 ∪ V2|. Observe that p = Θ(1) as n goes to in�nity. Therefore the

number of edges in G is at most

(
p

2

)
+ p(n− p) + satt (n− p,R(H1)) ≤

pn+ satt (n,R(H1)) = satt (n,R(H1)) +O(n).

(4.1)

We have the following immediate corollary.

Corollary 24. Let H be a graph containing at least one component which is not a

star and let H ′ be a maximal component among the components of H which are not
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stars. Then, for every t ≥ e(H), we have

satt (n,R(H)) ≤ satt (n,R(H ′)) +O(n) ≤ O(n log n).

Proof. Observe that H ′ cannot be a subgraph of a star, hence by Proposition 23 and

Corollary 16, we have that

satt (n,R(H)) ≤ satt (n,R(H ′)) +O(n) ≤ O(n log n).

We have thus shown that if a disconnected graph contains a component which is

not a star then its t-rainbow saturation numbers are is subquadratic. Since stars

have t-rainbow saturation numbers which are quadratic in n, one might suspect that

the same should hold for disconnected graphs where each component is a star. The

following proposition shows that this is not the case.

Proposition 25. Let H = S1 ∪ S2 ∪ · · · ∪ Sk be a graph with more than one

component, each of which is a star. Then for every t ≥ e(H) we have

satt (n,R(H)) ≤ O(n).

Proof. Suppose |S1| ≤ |S2| ≤ · · · ≤ |Sk|. First we shall show the case when k = 2.

Let a = |S1| − 1 and b = |S2| − 1. Let G = K ∪L where G[K] is a complete graph of

size a+ b− 1 and L is an independent set of size n− |K|. Let K = {x1, . . . , xa+b−1}.

First we join every vertex xi ∈ K with every vertex y ∈ L and give the edge colour

i. Next we shall describe the colouring of the edges inside K. Let xi, xj ∈ K where

i ≤ j. If i ≤ a and j ≥ a then assign a+ b as the colour of xixj, otherwise assign j

as the colour of xixj.

We claim that there is no rainbow copy of S1 ∪ S2 in G. To see that, observe
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�rst that every rainbow copy of Si in G uses at least |Si| − 1 vertices of K. Indeed,

suppose for contradiction that it is not the case and that there is a rainbow copy of

Si which uses fewer than |Si| − 1 vertices of K. Then it must use at least two

vertices, say x, y, of L. It follows from independence of L that the centre z of that

rainbow copy must be in K. We obtain a contradiction by noticing that zx and zy

have the same colour. Therefore if there is a rainbow copy of S1 ∪ S2 then it has to

use at least a+ b vertices of K, which is a contradiction since there are only

a+ b− 1 such vertices.

Next we shall show that every non-edge is R(H)-saturated. Consider any

non-edge xy in L and any colour c ∈ [t].

If c ≤ a then we �nd a copy of S1 in {x, y, x1, . . . , xa} \ {xc} with x being the

centre and a copy of S2 in {xc, xa+1, . . . , xa+b−1, z} with xa+1 as the centre, for any

z ∈ L \ {x, y}. Observe that those two copies are vertex disjoint and the copy of S1

uses only colours from [a] and the copy of S2 uses colours from [a+ 1, a+ b]. Hence

we have a rainbow copy of S1 ∪ S2.

If c ∈ [a+ 1, a+ b− 1] then we �nd a copy of S2 in {x, y, xa, . . . , xa+b−1} \ {xc}

with x being the centre and a copy of S1 in {x1, · · · , xa−1, xc, z} with x1 as the

centre, for any z ∈ L \ {x, y}. Observe that those two copies are vertex disjoint and

the copy of S1 uses only colours from [a− 1] ∪ {a+ b} and the copy of S2 uses

colours from [a, a+ b− 1]. Hence we have a rainbow copy of S1 ∪ S2.

In the remaining case when c ≥ a+ b, it is easy to check that we can �nd a

rainbow copy of S1 ∪ S2 where both of the centres are in L.

Observe that we have

e(G) ≤ (n− |K|)|K|+ |K|2 = |K|n = (a+ b− 1)n = (|S1|+ |S2| − 3)n. (4.2)

Now, suppose k ≥ 3. We let t? = e(H). Moreover, let G = G′ ∪G′′ where G′ is
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an R(S1 ∪ S2)-saturated graph on n′ = n− (k − 2)(t? + 1) vertices with

satt? (n′,R(S1 ∪ S2)) edges and G′′ is the vertex-disjoint union of k − 2 rainbow

copies of t?-stars. It is easy to check that there is no rainbow copy of H in G.

Indeed, by assumption there can not be two vertex-disjoint rainbow copies of

distinct components of H appearing in G′. Note as well that there can only be at

most k− 2 vertex-disjoint stars in G′′, hence in total there are at most k− 1 disjoint

rainbow components of H in G. Finally, it is clear that the addition of any coloured

non-edge inside G′ creates a rainbow copy of H. Now, we keep adding edges to G

(with both endpoints in G′′ or with one endpoint in G′ and one in G′′) until G is

saturated. The case k = 2 shows that satt? (n,R((S1 ∪ S2))) ≤ (|S1|+ |S2| − 3)n,

hence the number of edges in G is at most

n− |G′′|)|G′′|+ |G′′|2 + e(G′) ≤ n|G′′|+ (|S1|+ |S2| − 3)n ≤ O(n). (4.3)

We now have the following corollary from Propositions 23 and 25.

Corollary 26. Let H be a disconnected graph. Then for every t ≥ e(H) we have

satt (n,R(H)) ≤ O(n log n) = o(n2).

4.1 Concluding remarks and open problems

We have shown that for any t ≥
(
r
2

)
, satt (n,R(Kr)) = Θ(n log n) when n→∞,

i.e., there exist constants c1 = c1(t, r) and c2 = c2(t, r) such that

c1n log n ≤ satt (n,R(Kr)) ≤ c2n log n. There is still an enormous gap between our

lower and upper bounds. We originally conjectured that the true value is closer to
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the upper bound:

Conjecture 2. For every r ≥ 3, there exists a constant c(r) > 0 such that for every

t ≥
(
r
2

)
,

satt (n,R(Kr)) ≥
c(r)

log t
n log n

for all n ≥ n0(t).

Korándi [37] resolved Conjecture 2 by proving the following theorem.

Theorem 27 (Korándi [37]). For every r ≥ 3, and any t ≥
(
r
2

)
,

satt (n,R(Kr)) ≥
t(1 + o(1))

(t− r + 2) log(t− r + 2)
n log n

as n→∞, with equality for r = 3.

This theorem together with Theorem 20 gives

satt (n,R(Kr)) = Θr

(n log n

log t

)
. (4.4)

Now, when H is an even clique with a rotated edge, we know that satt (n,R(H))

is always Θ(n) for t ≥ e(H). However, for odd cliques with rotated edges, we do not

even know the asymptotic behaviour of satt (n,R(H)) for large values of t.

Question 1. If H is a copy of Kr with a rotated edge (as shown in Figure 4.1) for

some odd r ≥ 5 and t ≥
(
r
2

)
, what is the asymptotic growth rate of satt (n,R(H))?

The following conjecture together with Theorem 2 and Question 1 would

completely classify the possible rates of growth of satt (n,R(H)) for all connected

graphs H and every constant t ≥ e(H).

Conjecture 3. Let H be a connected graph (other than an odd clique with a rotated

edge) with an edge not in a triangle and no conical vertex. Then, for every

t ≥ e(H), satt (n,R(H)) = O(n).
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Figure 4.1: K5 with a rotated edge. The dashed line represents the removed edge.

Note that we can con�rm this conjecture when the number of available colours

is at least
(|H|−1

2

)
. Indeed, either H is in one of the classes de�ned in Theorem 2, in

which case we are done, or H has a leaf and is not a clique with a rotated edge,

hence by Theorem 4 we have satt (n,R(H)) = Θ(n).

One di�erent direction would be to allow the palette of colours to be in�nite.

We have only considered this question for complete graphs and showed that

sat (n,R(Kr)) ≤ 2(r − 2)n for any r ≥ 3.

Recall that the construction in Corollary 21 is a disjoint union of an

independent set A and two (r− 2)�cliques B and C, such that all the edges between

A and B ∪ C are present and all the edges in B, C and between A and B ∪ C

receive di�erent colours. We conjecture that, whenever n ≥ 2(r − 2), the above

construction is best possible up to the con�guration of the edges between B and C.

Conjecture 4. For any integer r ≥ 3, there exists a constant Cr depending only on

r such that, for any n ≥ 2(r − 2),

sat (n,R(Kr)) = 2(r − 2)n+ Cr.

Finally, we conjecture that, like the ordinary saturation numbers, the rainbow

saturation numbers of any graph are at most linear in n.

Conjecture 5. For any graph H, sat (n,R(H)) = O(n).
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Part II

Dimension Theory of Posets
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CHAPTER 1

INTRODUCTION TO POSETS AND DIMENSION THEORY

In Part II of this dissertation, we study some questions about the combinatorics

of �nite posets.

Given a set X, a partial order on X is a binary relation ≤ on X that is re�exive

(x ≤ x for all x ∈ X), transitive (for all x, y, and z ∈ X, if x ≤ y ≤ z, then x ≤ z),

and antisymmetric (for all x and y ∈ X, if x ≤ y ≤ x, then x = y). A partially

ordered set, also known as a poset, is an ordered pair P = (X,≤), where X is a

nonempty set (called the ground set of P ) and ≤ is a partial order on X. We often

identify a poset with its ground set, especially when the partial order is obvious in

context, and write, for example, x ∈ P to mean x ∈ X. We also write x < y as an

abbreviation for x ≤ y and x 6= y. We also write x ≥ y to mean y ≤ x and write

x > y to mean y < x.

Given a poset P = (X,≤), a suborder of P is a poset (Y,≤|Y ), where Y ⊆ X

and ≤|Y is the relation ≤ restricted to Y .

Two elements x and y of a poset are called comparable if either x ≤ y or y ≤ x,

and incomparable otherwise. A poset for which all elements are pairwise comparable

is called a linear order or a chain (especially when regarded as a suborder of

another poset) and a poset in which all elements are pairwise incomparable is called

an antichain.

Let P = (x,≤) be a poset. The comparability graph of P is the graph with

vertex set X and edge set {{x, y} : x ≤ y}. Given two elements x and y of X, y is

said to cover x if x < y and, for every z ∈ X, if x ≤ z ≤ y, then z = x or z = y. The

cover graph of P is the graph with vertex set X and edge set {xy : y covers x}. An

order diagram of P is a drawing of the cover graph in the plane with the property

that, whenever b covers a, the y-coordinate of b is strictly greater than that of a,

and the edge ab goes monotonically upward from a to b.
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Given two posets P = (S,≤P ), Q = (T,≤Q), a poset embedding from P into Q

is a map ϕ : S → T such that ϕ(a) ≤Q ϕ(b) if and only if a ≤P b. The expression

P ↪→ Q represents an embedding from P into Q or the existence of such an

embedding, depending on context.

Given a family of posets Pi = (Si,≤Pi), i ∈ I, the product poset P =
∏
i∈I
Pi is

the unique order on the product set S =
∏
i∈I
Si such that a ≤P b if and only if

ai ≤Pi bi for all i ∈ I. Given two posets P and Q, the product of P and Q is

denoted by P ×Q. For any n ∈ N, P n denotes the product of n copies of P . The

empty product P 0 is the trivial one-element poset.

For any n ∈ N, we denote by boldface n a chain with n elements and by An an

antichain with n elements. The n-dimensional Boolean lattice, also known as the

hypercube or simply the cube, is de�ned as (P [n],⊆) and denoted by Qn. We

sometimes identify this poset with 2n, to which it is isomorphic. For any integer `,

the `th layer of Qn is de�ned as the set of all `-element subsets of [n] (i.e., [n](`)).

For every subset A ⊆ [n], QnA denotes the suborder of Qn consisting of the union of

the ath layer for each a ∈ A, i.e.,
( ⋃
a∈A

[n](a),⊆
)
. In this context, we sometimes write

sets as lists without brackets, e.g., Qn1,2 instead of Qn{1,2}.

The order dimension of a poset, also known as the Dushnik-Miller dimension or

simply the dimension, was �rst de�ned by Dushnik and Miller in [43] and has been

the subject of extensive research, e.g, by Hiraguchi in [29] and Trotter in [54]. Given

a poset P , a linear extension of P is a linear order L on the ground set of P such

that, for all x and y ∈ P , if x ≤P y, then x ≤L y. A realiser of P is a set L of linear

extensions of P such that, for every ordered pair (x, y) ∈ P with x 6≥ y, there is a

linear extension L ∈ L such that x <L y. The dimension of P , denoted by dim(P ),

is de�ned as the minumum cardinality of a realiser of P . For example, the

dimension of a nontrivial chain is 1 and the dimension of a nontrivial antichain is 2.

Note that the dimension of the trivial poset 1 is 0, not 1 as stated in some sources.
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Equivalently (see [55]), dim (P ) is the smallest cardinal n such that P can be

embedded into the product of n chains as a suborder. It follows that dimension is

monotone, i.e., if P ↪→ Q, then dim (P ) ≤ dim (Q), and subadditive, i.e.,

dim (P ×Q) ≤ dim (P ) + dim (Q) for all posets P and Q. Another corollary of this

equivalence is that the hypercube 2n has dimension n.

Ore [45] de�ned the dimension of a poset P as the smallest n such that

P ↪→ Rn. When P is countable, this de�nition is equivalent to Dushnik and Miller's

de�nition; this is a corollary of the well-known fact that every countable linear order

embeds into Q.

The local dimension of a poset is a variant of the Dushnik-Miller dimension.

This concept was introduced by T. Ueckerdt [58] at the Order and Geometry

workshop and studied by Kim, Martin, Masa°ík, Shull, Smith, Uzzell, and Wang in

[32]. A partial linear extension of a poset P is a linear extension of a suborder of P .

A local realiser of P is a set L of partial linear extensions of P such that, for every

pair (x, y) ∈ P 2 with x 6≥ y, there is a partial linear extension L ∈ L such that

x <L y
′. Given a local realiser L of a poset P , the multiplicity of an element x ∈ P

in L is de�ned as the number of partial linear extensions in L of which x is an

element, and is denoted by µL(x). The local dimension of P , denoted ldim (P ), is

the minimun over all local realisers L of max{µL(x) : x ∈ P}. It is clear that for any

poset P , ldim (P ) ≤ dim(P ), however, as observed by Ueckerdt, the gap between the

two can be arbitrarily large. To see this, consider the standard example Sn, which is

a height 2 poset with elements {a1, a2, . . . , an} and {b1, b2, . . . , bn}, where ai < bj if

i 6= j and there are no other nontrivial relations. Let L be a linear extension of Sn

such that bi <L ai. Then, for every j 6= i, aj <L bi <L ai <L bj. Any realiser L of Sn

must contain, for each i ∈ [n], an extension L such that bi <L ai, but each extension

can contain at most one relation of this form, so dim(Sn) is at least (in fact exactly)

n. However, we can construct a local realiser of Sn with maximum multiplicity at
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most 3 by taking the partial extensions a1, a2, . . . an, an, an−1, . . . a1, b1, b2, . . . bn,

bn, bn−1, . . . b1, and, for each i ∈ [n], biai. Hence ldim (Sn) ≤ 3.

Figure 1.1: Order diagram of the standard example S4.

Like dimension, local dimension is monotone and subadditive. See [32] for the

proofs.

Another dimension variant, called t-dimension, was introduced by Novák [44].

For a poset P and t ∈ N with t ≥ 2, the t-dimension of P , denoted dimt(P ), is the

smallest cardinal d such that P ↪→ td. It follows immediately from the de�nition

that t-dimension is monotone and subadditive for every t. By the pigeonhole

principle, for any poset P with cardinality n, dimt P ≥ dlogt ne, and this bound is

sharp for all n.

The most interesting case is t = 2, as dim2 (P ) is equal to the smallest d such

that P ↪→ Qd. For example, Sperner's theorem states that

dim2 (An) = min

{
m :

(
m

bm/2c

)
≥ n

}
= log n+

1

2
log log n+O(1).

We also have dim2 (n) = n− 1. Clearly dim2 (P ) ≤ |P | for every poset P , as the

map a 7→ {x ≤ a} is a monotone function from P to the Boolean lattice of

dimension |P |). This bound is sharp for n ≥ 2, because dim2 (n−1 + 1) = n; see

exercise 10.2.6 in [55].
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CHAPTER 2

THE DIMENSION OF THE DIVISIBILITY ORDER

All of the results in this chapter are joint work with Victor Souza. An abridged

version of this chapter [41] has been submitted for publication to the Journal of

Combinatorial Theory, Series A.

2.1 Introduction

It is a basic fact that the divisibility relation de�nes a partial order on N. For

any subset S ⊆ N, denote by DS the divisibility poset restricted to the set S.

Properties of the divisibility order have been studied, for example, by Cameron and

Erd®s [12]. Surprisingly, the dimension of the divisibility order, as far as we know,

has not been considered in the literature. Since the dimension of DN is in�nite, we

are usually concerned with the case where S is �nite. Indeed, we are primarily

interested in the case S = [n] := {1, . . . , n}. In our main result, we determine the

growth of dim
(
D[n]

)
as n goes to in�nity up to a ln lnn factor.

Theorem 28. The dimension of D[n], the divisibility order on [n], satis�es, as

n→∞, (
1
16
− o(1)

) (lnn)2

(ln lnn)2
≤ dim

(
D[n]

)
≤
(
4 + o(1)

)(lnn)2

ln lnn
. (2.1)

Unlike with other natural suborders of DN, such as the set of divisors of a given

natural number, the dimension of D[n] doesn't seem to reduce to a well-known

number-theoretic function. For example, the poset of divisors of n (which is the

interval [1, n] with respect to the divisibility order) is just a product of ω(n) chains

and so has dimension ω(n), where ω(n) is the number of distinct prime factors of n.

But the set [n] is an interval in the usual order on the integers, and it displays a

nontrivial interaction with the divisibility order when regarding the dimension.
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We prove Theorem 28 by embedding a suborder of the hypercube into D[n], then

embedding D[n] into a product of simple posets and showing that each of them has

small dimension. We observe that this same idea works, with small modi�cations, in

a variety of circumstances. For example, we have an analogue of Theorem 28 for

2-dimension.

Theorem 29. The 2-dimension of of D[n] satis�es, as n→∞,

(
1
16
− o(1)

) (lnn)2

(ln lnn)2
≤ dim2

(
D[n]

)
≤
(

4
3
eπ2 + o(1)

)(lnn)2

ln lnn
. (2.2)

We also consider other natural choices for subsets of N to bound the dimension.

Some sets like (nα, n] and a[n] + b = {ak + b : k ∈ [n]} behave similarly to [n] with

respect to the dimension. On the other hand, in Section 2.5 we shall see that the

dimension of the divisibility order on the set (αn, n] behaves quite di�erently. In

fact, if α ≥ 1/2, then D(αn,n] is an antichain and thus has dimension 2. Using a

result of Scott and Wood [47] on posets with bounded degree, we show that D(αn,n]

has bounded dimension, and that, as α→ 0,

sup
n∈N

dim
(
D(αn,n]

)
≤ 1

α

(
ln( 1

α
)
)1+o(1)

. (2.3)

In Section 2.5, we prove an analogue of a result by Füredi and Kahn [24] for

2-dimension and use it to show that dim2

(
D(αn,n]

)
= Θα(lnn) as n→∞, and that

the same holds for t-dimension for any t ≥ 2.

In Section 2.6, we consider the fractional dimension of D[n], a linear

programming relaxation of the Dushnik-Miller dimension, introduced by Brightwell

and Scheinerman [11]. In contrast to the dimension and 2-dimension, we can recover

the correct asymptotic behaviour for the fractional dimension.
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Theorem 30. The fractional dimension of of D[n] satis�es, as n→∞,

dim?
(
D[n]

)
∼ lnn

ln lnn
. (2.4)

Finally, in Section 2.7, we observe that our techniques work for other divisibility

posets as well, such as the set of ideals in a number �eld and the set of monic

polynomials over a �nite �eld.

While combinatorial properties of the divisibility poset have been studied

before, results often are not stated in the language of partial orders. For example,

Cameron and Erd®s [12] called antichains in D[n] primitive sets, and conjectured

that the number of primitive subsets of D[n] is (α+ o(1))n for some constant α. This

conjecture was recently proven by Angelo [1]. Continuing this work, Liu, Pach, and

Palincza [42] proved that the number of maximum-size primitive subsets of [n] is

(β + o(1))n for some constant β, and gave algorithms for computing both α ≈ 1.57

and β ≈ 1.318. They also showed that the number of strong antichains in D[2,n] is

2π(n) · e(1+o(1))
√
n, where a strong antichain in a poset P is a subset of P such that no

two elements have a common lower bound in P . We hope this note motivates

further work on the combinatorial aspects of the divisibility order.

2.2 Suborders of the hypercube

Our proof strategy for Theorem 28 consists of comparing the dimension of D[n]

with the dimension of suborders of the hypercube. In this section, we review the

theory of Dushnik [16] that describes the dimension of suborders of the hypercube

with another combinatorial object: suitable sets of permutations.

We write Qn for the n-dimensional hypercube, that is, the subset lattice of [n].

For any set A ⊆ [n], QnA denotes the suborder of Qn consisting of the subsets

X ⊆ [n] with |X| ∈ A. We write Qna,b instead of Qn{a,b} for simplicity.
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The poset of multisets of numbers in [n], ordered by inclusion with multiplicity,

is denotedMn. For any A ⊆ N, we denote byMn
A the suborder ofMn of multisets

whose cardinalities with multiplicity are in A, and by M̃n
A the suborder ofMn

consisting of all �nite multisets whose ground sets have cardinalities in A, ignoring

multiplicity. Note that all the posets mentioned are �nite, with the exception of

M̃n
A. Usually, we take A = [0, k] or A = {1, k}.

We will now prove a slightly stronger version of a lemma by Dushnik [16], which

characterises the dimension of these posets. To state this lemma, we need a few

more de�nitions.

A pointed k-subset of [n] is an ordered pair (A, a) with a ∈ A, A ⊂ [n] and

|A| = k. A set S of permutations of [n] is called k-suitable if, for every pointed

k-subset (A, a) of [n], there is a σ ∈ S such that b ≤σ a for every b ∈ A. We say that

such a σ covers the pointed set (A, a).

For any pair 1 ≤ k ≤ n ∈ N, N(n, k) is de�ned as the minimum cardinality of a

k-suitable set of permutations of [n]. It is clear that N(n, 1) = 1 and that

N(n, 2) = 2. We also have N(n, k) ≥ k, since each permutation covers only one of

the k pointed sets on a given ground set. Because every k-suitable set with

2 ≤ k ≤ n is also (k − 1)-suitable and the restriction of a k-suitable set of

permutations of [n] with 1 ≤ k ≤ n− 1 to [n− 1] is still k-suitable, N(n, k) is

monotone increasing in both arguments. Later, we will provide upper and lower

bounds for N(n, k).

Lemma 31. For every n and every k ≤ n− 1,

dim
(
Qn1,k

)
= dim

(
Qn[0,k]

)
= dim

(
Mn

[0,k]

)
= dim

(
M̃n

[0,k]

)
= N(n, k + 1).
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Proof. We show this by proving the following sequence of inequalities:

N(n, k + 1) ≤ dim
(
Qn1,k

)
≤ dim

(
Qn[0,k]

)
≤

dim
(
Mn

[0,k]

)
≤ dim

(
M̃n

[0,k]

)
≤ N(n, k + 1).

(2.5)

To show that N(n, k + 1) ≤ dim
(
Qn1,k

)
, observe that every realiser L of Qn1,k induces

a (k + 1)-suitable set of permutations of the one-element subsets of [n] in the

following way. For every L ∈ L, let σL permutation of [n] induced by the restriction

of L to [n](1). Now, for every pointed (k + 1)-set ({a1, . . . , ak+1}, ak+1), there is an

L ∈ L such that {a1, . . . , ak} ≤L {ak+1}. By transitivity, {ai} ≤L {ak+1} and hence

ai ≤σL ak+1 for all i ∈ [k], so {σL : L ∈ L} is (k + 1)-suitable.

The inequalities dim
(
Qn1,k

)
≤ dim

(
Qn[0,k]

)
≤ dim

(
Mn

[0,k]

)
≤ dim

(
M̃n

[0,k]

)
hold

because each poset embeds into the next.

Now to prove that dim
(
M̃n

[0,k]

)
≤ N(n, k + 1) we just have to show how to

extend a (k + 1)-suitable set of permutations to a realiser of M̃n
[0,k] with the same

cardinality.

Let S be a (k + 1)-suitable set of permutations of [n]. For each σ ∈ S, let Lσ be

the colexicographic order on M̃n
[0,k] with respect to σ. In other words, if A and B

are two distinct �nite multisets of numbers in [n] whose ground sets have cardinality

at most k and x is the σ-greatest element of A ∪B whose multiplicity in A di�ers

from its multiplicity in B, then A <Lσ B if x has greater multiplicity in B than in A

and B <Lσ A if x has greater multiplicity in A.

If A ⊂ B, then A <Lσ B for every σ ∈ S, so Lσ is a linear order that extends

the order on M̃n
[0,k]. If A and B are incomparable in M̃n

[0,k], then there exists an

x ∈ B whose multiplicity in B is greater than its multiplicity in A. Since S is

`-suitable for every 1 ≤ ` ≤ k + 1, we can �nd a σ ∈ S that covers (X ∪ {x}, x),

where X is the underlying set of A. Hence A <Lσ B. Similarly, there exists a y ∈ A

whose multiplicity in A is greater than its multiplicity in B, so we can �nd a τ ∈ S
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such that B <Lτ A. Therefore {Lσ : σ ∈ S} is a realiser of M̃n
[0,k].

The following theorem by Dushnik [16] gives the exact value of N(n, k), when k

is at least of order 2
√
n. Note that, by Lemma 31, we also obtain the exact

dimension of Qn1,k and related posets.

Theorem 32. For any j and k with 2 ≤ j ≤
√
n and

⌊
n

j

⌋
+ j − 1 ≤ k ≤

⌊
n

j − 1

⌋
+ j − 3,

we have

N(n, k) = n− j + 1

. In particular, if 2
√
n− 1 ≤ k < n, then N(n, k) ≥ n−

√
n.

Spencer proved in [50] that, for all �xed k ≥ 3, N(n, k) = Θk(ln lnn) as n→∞.

However, the implicit constants grow exponentially in k.

The following bound, which was proved in a slightly stronger form by Füredi

and Kahn [24], is more useful when ln lnn� k �
√
n, which is the relevant

magnitude for the proof of the upper bound in Theorem 28.

Lemma 33. For all 1 ≤ k ≤ n, N(n, k) ≤ dk2 lnne.

Proof. The proof is probabilistic. Fix a natural number s and choose s

permutations of [n] independently and uniformly at random. The probability that a

given pointed k-subset isn't covered by any of these permutations is

(1− 1/k)s < e−s/k. Since the total number of pointed k-subsets of [n] is k
(
n
k

)
≤ nk,

the expected number of pointed k-subsets not covered is less than nke−s/k ≤ 1 when

s ≥ k2 lnn, so N(n, k) ≤ dk2 lnne.
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2.3 The dimension of the divisibility order on [n]

In this section, we provide a proof of Theorem 28. Additionally, we give similar

lower and upper bounds on the dimension of DS for other interesting subsets of N.

The following principle will be useful to give upper bounds on the dimension and

the 2-dimension of D[n].

Lemma 34. Let P1, . . . , Pk be a partition of the primes in [n] and let Qi be the set

of numbers in [n] that can be written as a (possibly empty) product of powers of

primes in Pi. Then

D[n] ↪→ DQ1 × . . .×DQk .

Proof. As P1, . . . , Pk is a partition the primes in [n], any number a ∈ [n] can be

factored uniquely as a = q1 . . . qk, where qi ∈ Qi. Thus, the mapping a 7→ (q1, . . . , qk)

is well de�ned and we claim that it the poset embedding we need. Indeed, if

a = q1 . . . qk and b = r1 . . . rk, with qi, ri ∈ Qi, then a|b if and only if qi|ri for all i.

Denote by pk the kth prime number and by π(x) the number of prime numbers

less than or equal to x. We only use standard estimates for these functions:

pk = (1 + o(1))k ln k and π(x) = (1 + o(1)) x
lnx

. Now, we have all the ingredients we

need to prove Theorem 28.

Proof of Theorem 28. First we prove the lower bound. Observe that, if k is an

integer such that every product of at most 2
√
k distinct elements of {p1, p2, . . . , pk}

is in [n], then we have an embedding Qk
[0,b2

√
kc] ↪→ D[n]. The image of the embedding

is the set of all products of at most 2
√
k of the �rst k primes, and is contained in

D[n] if pk−2
√
k+1 . . . pk ≤ n. It follows by Theorem 32 and Lemma 31 that

dim
(
D[n]

)
≥ dim

(
Qk

[0,2
√
k]

)
≥ k −

√
k. (2.6)
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This condition for this embedding to exist is satis�ed if p2
√
k

k ≤ n. Now �x α < 1/16

and let k =
⌊
α
(

lnn
ln lnn

)2⌋
. Using the estimate pk = k1+o(1), we obtain

p2
√
k

k = k(2+o(1))
√
k ≤

(
lnn

ln lnn

)(4
√
α+o(1)) lnn

ln lnn

�
(

lnn

ln lnn

) lnn
ln lnn

< n, (2.7)

whenever n is su�ciently large. Letting α approach 1/16 from below, we obtain

dim
(
D[n]

)
≥ (1− o(1))k =

(
1
16
− o(1)

) (lnn)2

(ln lnn)2
. (2.8)

To prove the upper bound, set ε = ε(n) > 0 to be chosen later. Let S be the set

of all elements of [n] that can be factored into primes less than (ε lnn)2 and let R be

the set of all elements whose prime factors are all at least (ε lnn)2. By Lemma 34,

we have an embedding D[n] ↪→ DS ×DR, so dim
(
D[n]

)
≤ dim (DS) + dim (DR). The

poset DS can then be embedded in the product of π((ε lnn)2) chains (namely the

powers of p for each small prime p) and so

dim (DS) ≤ π((ε lnn)2) =
(
ε2

2
+ o(1)

)(lnn)2

ln lnn
. (2.9)

We further partition the large primes. Let L =
⌊

log2

(
lnn

ln lnn+ln ε

)⌋
and, for each

0 ≤ i < L, let θi = n2−i , and Ri be the set of numbers in [n] whose prime factors all

lie in the interval
(
θi+1, θi

]
. Lemma 34 now implies that dim (DR) ≤

L−1∑
i=0

dim (DRi).

For every i, the prime factors of each element of Ri form a multiset of elements of[
bθic

]
of cardinality strictly less than 2i+1. For all a, b ∈ N, a divides b if and only if

the multiset of prime factors of a is a submultiset of the multiset of prime factors of

b, so DRi ↪→M
bθic
[0,2i+1−1]

. By Lemma 31 and Lemma 33, we have

dim (DRi) ≤ dim
(
Mbθic

[0,2i+1−1]

)
= N

(
bn2−ic, 2i+1

)
≤ 4 · 2i lnn+ 1. (2.10)
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Therefore, we observe that

dim (DR) ≤
L−1∑
i=0

dim (DRi) ≤
L−1∑
i=0

4 · 2i lnn+ L ≤ 4 · 2L lnn+ L

≤ 4(lnn)2

ln lnn+ ln ε
+Oε(ln lnn) = (4 + oε(1))

(lnn)2

ln lnn
.

(2.11)

Next, we combine inequalities (2.9) and (2.11) to obtain

dim
(
D[n]

)
≤ dim (DS) + dim (DR) ≤

(
ε2

2
+ 4 + oε(1)

)(lnn)2

ln lnn
. (2.12)

Now we just let ε = ε(n) approach 0 su�ciently slowly as n→∞, and the result

follows.

With some modi�cations, we can adapt our proof to other settings. We begin

by looking at (nα, n].

Corollary 35. For any �xed α ∈ (0, 1), as n→∞,

( (1−α)2

16
− oα(1)

) (lnn)2

(ln lnn)2
≤ dim

(
D(nα,n]

)
≤
(
4 + o(1)

)(lnn)2

ln lnn
.

Proof. These bounds follow from the fact that D[bn1−αc] ↪→ D(nα,n] ↪→ D[n]. The �rst

embedding D[bn1−αc] ↪→ D(nα,n] is the map x 7→ dnαex and the second is just the

inclusion map.

Also of interest is the arithmetic progression a[n] + b = {ak + b : k ∈ [n]}.

Corollary 36. For any �xed a and b, as n→∞,

(
1
16
− oa,b(1)

) (lnn)2

(ln lnn)2
≤ dim

(
Da[n]+b

)
≤
(
4 + oa,b(1)

)(lnn)2

ln lnn
.

Proof. Since the divisibility poset is dilation-invariant, we may assume a and b are

coprime. Since Da[n]+b ↪→ D[an+b], the upper bound from Theorem 28 holds. For the
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lower bound, recall that the multiplicative group (Z /aZ)× has order ϕ(a), and so

b` ≡ b (mod a) whenever ` ≡ 1 (mod ϕ(a)). This implies that Qk1,` ↪→ Da[n]+b,

where ` = ϕ(a)
⌈

2
√
k−1

ϕ(a)

⌉
+ 1, i.e., 2

√
k rounded up to the nearest integer congruent to

1 modulo ϕ(a), as long as k is not too big. If we denote by pa,b,m the mth prime

congruent to b (mod a), then, by the prime number theorem for arithmetic

progressions, we have pa,b,m ∼ ϕ(a)m lnm = m1+oa,b(1). In the spirit of Theorem 28,

we have an embedding if p`a,b,k ≤ an+ b. Since p`a,b,k = k(2+oa,b(1))
√
k, a lower bound

of the same form as in Theorem 28 holds asymptotically for dim
(
Da[n]+b

)
.

As the last result in this section, we observe that the dimension of D[n] is

supported on the set of squarefree elements. Let S be the set of squarefree integers.

We say that a set A ⊆ N is closed under taking divisors if, for all a ∈ A and d ∈ N,

d | a implies d ∈ A. The next result shows that the set of squarefree numbers has

full dimension inside a set closed under taking divisors. In particular,

dim
(
D[n]

)
= dim

(
D[n]∩S

)
.

Theorem 37. If A ⊆ N is closed under taking divisors, then

dim (DA) = dim (DA∩S).

Proof. Let {L1, . . . , Ld} be a realiser of DA∩S . For each a ∈ A, we de�ne a

squarefree factorisation of a as follows. First, let a1 = rad (a), where rad (a) is the

greatest squarefree factor of a. Next, for each i ≥ 1, let ai+1 = rad
(

a
a1...ai

)
. For

every j ∈ [d], let Rj be a linear extension of DA de�ned in the following way:

consider the mapping φ(a) = {ai}, we say that a ≤Rj b if φ(a) ≤ φ(b) in the

lexicographic order on the space of sequences induced by Lj. We claim that

{R1, . . . , Rd} is a realiser of DA.

Indeed, let a, b ∈ A, and φ(a) = {ai}, φ(b) = {bi} and k = min{k : ak 6= bk}. If

a|b, then ak | bk, so Rj is a linear extension of DA. If a and b are incomparable, then

there is a j ∈ [d] such that ak ≤Lj bk, and thus a ≤Rj b. Therefore,
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dim (DA) ≤ dim (DA∩S).

2.4 The 2-dimension of the divisibility order on [n]

The purpose of this section is to prove Theorem 29.

Kierstead [31] showed that the 2-dimension of two-layer suborders of Qn can be

described in terms of suitable sets of subsets of [n].

For any 2 ≤ k ≤ n, N2(n, k) is de�ned as the minimum cardinality of a set S of

subsets of [n] such that, for any pointed k-subset (A, a) of [n], there exists a set

B ∈ S such that A ∩B = {a}. By analogy with N(n, k), we call such a set a

k-suitable set of subsets. The following partial analogue to Lemma 31 is essentially

due to Kierstead [31].

Lemma 38. For every n and every k ≤ n+ 1,

dim2

(
Qn1,k

)
= dim2

(
Qn[0,k]

)
= N2(n, k + 1).

Proof. To show this, we prove the following sequence of inequalities:

N2(n, k + 1) ≤ dim2

(
Qn1,k

)
≤ dim2

(
Qn[0,k]

)
≤ N2(n, k + 1). (2.13)

To show that N2(n, k + 1) ≤ dim2

(
Qn1,k

)
, let f : Qn1,k ↪→ Qd be an embedding. For

each i ∈ [d], let Xi be the set of all j ∈ [n] such that i ∈ f
(
{j}
)
. We claim that

{Xi : i ∈ [d]} is (k + 1)-suitable. Indeed, let (A, a) be a pointed (k + 1)-subset of [n].

Since f
(
{a}
)
6⊆ f

(
A \ {a}

)
, there is an i ∈ [d] such that i ∈ f

(
{a}
)
but

i 6∈ f
(
A \ {a}

)
. It follows that i 6∈ f

(
{b}
)
for any b ∈ A \ {a}, so Xi ∩ A = {a}.

The second inequality follows by monotonicity from the fact that Qn1,k ↪→ Qn[0,k].

To show that dim2

(
Qn[0,k]

)
≤ N2(n, k + 1), let {X1, X2, . . . , Xd} be a

(k + 1)-suitable set of subsets of [n]. De�ne a map f : Qn[0,k] → Qd,
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f(A) = {i ∈ [d] : A ∩Xi 6= ∅}. We claim that such map is an embedding. Indeed, if

A ⊆ B ⊆ [n], then f(A) ⊆ f(B). Now, let A 6⊆ B, where a ∈ A, but a /∈ B. Since

the family {Xi} is (k + 1)-suitable, there is i with (B ∪ {a}) ∩Xi = {a}, therefore

Xi ∩B = ∅, so i /∈ f(B), whereas i ∈ f(A). In other words, A 6⊆ B implies

f(A) 6⊆ f(B). Thus f is an embedding and dim2

(
Qn[0,k]

)
≤ d.

An analogue of Lemma 33 can be proved via the �rst moment method by taking

random subsets of [n] with each element having probability 1
k
of being chosen. This

leads to a theorem of Kierstead [31].

Theorem 39. For all 2 ≤ k ≤ n, N2(n, k) ≤ dek2 lnne.

Because the 2-dimension of a poset depends in part on its cardinality, we can't

ignore the non-squarefree elements of [n]. This means that the analogue of

Theorem 37 for 2-dimension cannot hold. The following lemma will help us deal

with non-squarefree elements.

Lemma 40. For all k ≤ n− 1, dim2

(
Mn

[0,k]

)
< e(π

2

6
k2 + 2k ln k + 3k) lnn+ k.

Proof. For each A ∈Mn
[0,k] and each i ∈ [k], let Ai be the set of all elements of A of

multiplicity at least i. Observe that i|Ai| ≤ |A| ≤ k, so |Ai| ≤ k/i. For any two

multisets A and B inMn
[0,k], A ⊆ B if and only if Ai ⊆ Bi for every i ∈ [k]. Hence

the map A 7→ (A1, . . . , Ak) is a poset embeddingMn
[0,k] ↪→

k∏
i=1

Qn[0,bk/ic]. Therefore,

by Theorem 39, we have

dim2

(
Mn

[0,k]

)
≤

k∑
i=1

dim2

(
Qn[0,bk/ic]

)
≤

k∑
i=1

N2(n, bk/ic+ 1)

< e lnn
k∑
i=1

(k2

i2
+ 2

k

i
+ 1
)

+ k

≤ e
(
π2

6
k2 + 2k(ln k + 1) + k

)
lnn+ k.

(2.14)
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Since dim
(
D[n]

)
≤ dim2

(
D[n]

)
, Theorem 28 already provides a lower bound for

dim2

(
D[n]

)
. Therefore, in order to prove Theorem 29, only the proof of the upper

bound is required.

Proof of Theorem 29. The proof is essentially the same as that the upper bound of

Theorem 28, so we will omit some of the details. Fix ε > 0. Let S be the set of all

elements of [n] whose prime factors are all at most ε lnn and R be the set of all

elements whose prime factors are all greater than ε lnn.

The poset DS can be embedded into the product of π(ε lnn) chains, each of size

at most 1 + log2 n. Since the 2-dimension of a chain of length ` is `− 1, we have

dim2 (DS) ≤ π(ε lnn) log2 n =
( ε

ln 2
+ o(1)

)(lnn)2

ln lnn
. (2.15)

Let L =
⌈

log2

(
lnn

ln lnn+ln ε

)⌉
. For each i from 0 to L− 1, let θi = n2−i and Ri be the

set of elements of [n] whose prime factors all lie in the interval
(
θi+1, θi

]
. Just as

before, we have embeddings DR ↪→
L−1∏
i=1

DRi and DRi ↪→M
θi
[0,2i+1−1]

. By Lemma 40,

we have

dim2 (DRi) ≤ dim2

(
Mθi

[0,2i+1−1]

)
≤
(2eπ2

3
+ o(1)

)
2i lnn. (2.16)

Therefore, we obtain the following bound:

dim2 (DR) ≤
L−1∑
i=0

dim2 (DRi) ≤
2eπ2

3
2L lnn+ o(2L lnn)

≤
(4eπ2

3
+ o(1)

) (lnn)2

ln lnn+ ln ε
.

(2.17)

Finally, we have

dim2

(
D[n]

)
≤ dim2 (DS) + dim2 (DR) ≤

( ε

ln 2
+ 4

3
eπ2 + oε(1)

)(lnn)2

ln lnn
(2.18)

for every �xed ε > 0. Again we can let ε = ε(n) approach 0 su�ciently slowly as not
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to interfere with the oε(1) term, and the result follows.

We note that the analogues of Corollaries 35 and 36 hold for 2-dimension as well.

Corollary 41. For any �xed α ∈ (0, 1) a, b ∈ N, as n→∞,

( (1−α)2

16
− oα(1)

) (lnn)2

(ln lnn)2
≤ dim2

(
D(nα,n]

)
≤
(

4
3
eπ2 + o(1)

)(lnn)2

ln lnn
,

(
1
16
− oa,b(1)

) (lnn)2

(ln lnn)2
≤ dim2

(
Da[n]+b

)
≤
(

4
3
eπ2 + oa,b(1)

)(lnn)2

ln lnn
.

The proofs are nearly identical to the ones for dimension, so we omit them.

2.5 Using Bounded Degree

In previous sections, we have already considered the dimension of the divisibility

order on sets other than [n], such as (nα, n] or a[n] + b. The proof of Theorem 28

can be adapted to those cases after some small modi�cations. In this section, we

will study the dimension of (αn, n], whose dimension behaves in a di�erent manner.

Indeed, D(αn,n] is antichain when α > 1/2, for instance, so has dimension at most 2.

The comparability graph of a poset P is the graph with vertex set P where two

elements are connected if they are comparable in P . A theorem by Füredi and

Kahn [24] states that a poset whose comparability graph has maximum degree ∆

has dimension less than 50∆(ln ∆)2. This bound was recently improved by Scott

and Wood [47], who showed that the maximum dimension of a poset of maximum

degree ∆ is ∆(ln ∆)1+o(1) as ∆→∞.

The comparability graph of D(αn,n] has maximum degree at most 1/α + 1.

Indeed, let x ∈ (αn, n] with x = βn for some β ∈ (α, 1]. The number of elements

that divide x is at most β/α and the number divisible by x is at most 1/β, so the

degree of x in the comparability graph is at most 1/β + β/α ≤ 1 + 1/α. Therefore,
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as α→∞, we have

sup
n∈N

dim
(
D(αn,n]

)
≤ 1

α

(
ln( 1

α
)
)1+o(1)

. (2.19)

We note that the t-dimension of D(αn,n] behaves very di�erently from the

ordinary dimension, since this poset has unbounded cardinality and hence

unbounded t-dimension for every t ≥ 2.

For a poset P and x ∈ P , we de�ne the outdegree of x as
∣∣{y ∈ P : y > x}

∣∣ and
the indegree of x as

∣∣{y ∈ P : y < x}
∣∣. Another theorem by Füredi and Kahn [24]

says that a poset of cardinality n and maximum outdegree υ has dimension at most

d2(υ + 2) lnne. The following lemma gives similar bounds for 2-dimension.

Lemma 42. Let P be a poset of cardinality n, maximum outdegree υ, and

maximum indegree δ. Then we have the following bounds:

dim2 (P ) ≤ d2e(υ + 2) lnne (2.20)

dim2 (P ) ≤
⌈
e(υ + 2)

(
lnn+ ln(υ + 2) + ln(δ + 2) + 1

)⌉
. (2.21)

Proof. Let P be a poset of cardinality n and maximum outdegree υ. We are going

to construct an embedding from P into Qd randomly, for d su�ciently large. For

each x ∈ P , let Ax be an independent random subset of [d], where each element is

selected independently with probability p = 1− 1
υ+2

. We de�ne a map f : P → Qd,

f(x) =
⋂
y≥xAy. Our goal is to show that, if d is large enough, then with positive

probability f is a poset embedding.

Note that f is monotone by construction. It is an embedding if and only if, for

every pair (x, y) ∈ P 2 with x 6≤ y, we have f(x) 6⊆ f(y). For each such pair (x, y),

let Ex,y be the event that f(x) ⊆ Ay. Since f(y) ⊆ Ay, if none of the events Ex,y

occurs, then f is a poset embedding. For each i ∈ [d], we have
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P(i ∈ f(x), i 6∈ Ay) ≥ pυ+1(1− p), so

P (Ex,y) ≤ (1− pυ+1(1− p))d ≤ exp
(
− pυ+1(1− p)d

)
≤ exp

(
− d

e(υ+2)

)
.

To prove (2.20), choose d ≥ 2e(υ + 2) lnn. The expected number of events Ex,y

that occur is at most (n2 − n)n−2 < 1, so with positive probability none of them

occurs.

To prove (2.21), we use the following form of the Lovász local lemma:

Lemma 43 (Lovász Local Lemma, Theorem 1.5 in [51]). Suppose 0 < p < 1 and let

A1, A2, . . . , Ak be events in a probability space such that P(Ai) ≤ p. Let G be a graph

with vertex set [k] such that, for all i 6= j ∈ [k], Ai and Aj are independent unless

ij ∈ E(G), and suppose G has maximum degree ∆. If ep(∆ + 1) ≤ 1, then

P
( k⋂
i=1

Ai
)
> 0.

The event Ex,y is independent from Ez,w if the sets {y} ∪ {u : u ≥ x} and

{w} ∪ {u : u ≥ z} are disjoint. If they are not disjoint, then either w = y, or z ≤ y,

or w ≥ x, or x and z have a common upper bound. For �xed x and y, the number

of choices for (z, w) such that these sets intersect (not counting (x, y) itself) is

therefore at most n+ (δ + 1)n+ (υ + 1) + (υ + 1)(δ + 1)− 1 = (υ + 2)(δ + 2)− 1.

Hence the total number of events Ez,w dependent on Ex,y is at most

(υ + 2)(δ + 2)n− 1. If we choose d ≥ e(υ + 2)(lnn+ ln(υ + 2) + ln(δ + 2) + 1), then

e(υ + 2)(δ + 2)2ne−
1

e(υ+2)
d ≤ 1, and by the Lovász Local Lemma, the probability that

none of the events Ex,y occurs is positive.

Using this result, we can bound the t-dimension of D(αn,n] for any �xed t and α.

This poset has at least (1− α)n− 1 elements, so its t-dimension is at least

logt
(
(1− α)n− 1

)
=

lnn

ln t
−Oα,t(1). (2.22)
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We can apply Lemma 42 to obtain an upper bound. The maximum degree of D(αn,n]

is at most 1/α, and its cardinality is at most (1− α)n, so by Inequality (2.21)

dimt

(
D(αn,n]

)
≤ dim2

(
D(αn,n]

)
≤ (e+ oα(1))

(
1
α

)
lnn. (2.23)

This, together with the trivial lower bound (2.22), implies that

dimt

(
D(αn,n]

)
= Θα,t(lnn) (2.24)

as n→∞.

2.6 Fractional Dimension

The fractional dimension of a poset is the linear programming relaxation of

Dushnik-Miller dimension. A fractional realiser of a poset P is a function that

assigns a nonnegative real weight to every linear extension of P so that, for every

pair (x, y) of incomparable elements of P , the total weight of the extensions L for

which x <L y is at least 1. The fractional dimension of P , or dim? (P ), is the

minimum total weight of a fractional realiser of P . Like the other variants,

fractional dimension is monotonic and subadditive. Since a realiser is just a

fractional realiser with {0, 1}-valued weights, dim? (P ) ≤ dim (P ) for every poset P .

Brightwell and Scheinerman [11] proved that dim? (Qn) = n.

Lemma 44 (Cf. Theorem 14 in [11]). For all 1 ≤ k ≤ n− 1 ∈ N,

dim?
(
M̃n

[0,k+1]

)
≤ k + 1.

Proof. Extend each permutation of [n] to a linear extension of dim?
(
M̃n

[0,k+1]

)
using colexicographic order. Assign each of these extensions weight k+1

n!
. Consider

two elements X 6≥ Y of dim?
(
M̃n

[0,k+1]

)
. We need to show that there are at least
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n!
k+1

extensions L such that X <L Y . But this is easy, just take any y ∈ Y whose

multiplicity in Y is greater than its multiplicity in X. The probability that a

randomly chosen permutation places y after all the elements of X is exactly

1
|X|+1

≥ 1
k+1

, and each such permutation induces an extension L such that X <L Y ,

so the total weight of all such extensions is at least 1.

Using this lemma, we can determine the asymptotic behaviour of dim?
(
D[n]

)
exactly.

Proof of Theorem 30. Embed Qk ↪→ D[n] ↪→ M̃π(n)
[0,k+1], where

k = max

{
` :
∏̀
i=1

pi ≤ n

}
∼ lnn

ln lnn
. (2.25)

2.7 Other Divisibility Posets

In this section, we observe that our technique can be generalised to bound the

dimension of the divisibility poset in other environments. Generally speaking, the

ingredients that we need in order to make our proof work are unique factorisation, a

norm to truncate the environment, and an asymptotic estimate of the number of

irreducibles with norm less than a given number.

2.7.1 Arithmetic Semigroups

As it turns out, the most general environment for our results is that of an

arithmetical semigroup, a notion that is central to abstract analytic number theory.

A multiplicative arithmetical semigroup is a free commutative monoid G with

identity element 1 and free generating set P ⊂ G (whose elements are called the

primes of G) together with a norm function N : G→ R satisfying the following
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axioms:

(a) N (1) = 1, and N (p) > 1 for all p ∈ P ,

(b) N (ab) = N (a)N (b) for all a, b ∈ G,

(c) For each x ∈ R, the set G(x) := {a ∈ G : N (a) ≤ x} is �nite.

(c′) For each x ∈ R, the set P(x) := {p ∈ P : N (p) ≤ x} is �nite.

Note that conditions (c) and (c′) are equivalent given the other axioms. We de�ne

NG(x) := |G(x)| and πG(x) := |P(x)|. The prototypical example of a multiplicative

arithmetical semigroup is the set of natural numbers N under multiplication, but

there are many more general examples. See the book by Knopfmacher [36] for a

further reference on the theory of arithmetical semigroups. Before enumerating

some examples that are of particular interest, we restrict ourselves to a class of

arithmetical semigroups that satisfy the so called Axiom A. An arithmetical

semigroup is said to satisfy Axiom A with exponent δ if there exist real constants

A > 0 and ν ∈ [0, δ) such that, as x→∞,

NG(x) = Axδ +O(xν). (2.26)

The following abstract prime number theorem holds for all arithmetical semigroups

that satisfy this axiom:

πG(x) = (1 + o(1))
xδ

δ lnx
, (2.27)

as x→∞; see [36]. The natural numbers clearly satisfy Axiom A with exponent 1.

More generally, given a number �eld K, the set of nonzero ideals of the ring of

integers OK of K is an arithmetical semigroup under multiplication. The norm of

an ideal I is the cardinality of OK/I. We have unique factorisation of ideals since

OK is a Dedekind domain, and Landau [40] proved this semigroup satis�es Axiom A
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with exponent 1 by showing that

NK(x) = CKx+O(x1− 2
n+1 ), (2.28)

as x→∞, where CK is an explicit constant given by the Class Field Formula, and

n is the degree of K. We have then the Landau prime ideal theorem [40]:

πK(x) = (1 + o(1))
x

lnx
. (2.29)

Other examples have less resemblance with the naturals. For example� we can

take the set G of isomorphism classes of �nite abelian groups. By the structure

theorem for �nitely generated abelian groups, every �nite abelian group can be

written unquely as a direct sum of cyclic groups of prime power order. Erd®s and

Szekeres [18] proved that G satis�es Axiom A with exponent 1 by showing that, as

x→∞,

NG(x) =
(∏
k≥2

ζ(k)
)
x+O(x1/2). (2.30)

We now show that Theorems 28 and 29 hold for arithmetical semigroups that

satisfy Axiom A.

Theorem 45. Let G be an arithmetical semigroup that satis�es Axiom A with

exponent δ and let DG(n) be the divisibility poset of elements in G with norm less

than or equal to n. Then the following bounds hold as n→∞:

(
δ2

16
− o(1)

) (lnn)2

(ln lnn)2
≤ dim

(
DG(n)

)
≤
(
4δ2 + o(1)

)(lnn)2

ln lnn
, (2.31)

(
δ2

16
− o(1)

) (lnn)2

(ln lnn)2
≤ dim2

(
DG(n)

)
≤
(

4
3
eπ2δ2 + o(1)

)(lnn)2

ln lnn
. (2.32)

Proof. It follows from (c′) that P is countable. Label the primes of G q1, q2, . . . so

that N (qk) is monotone increasing. It follows from the abstract prime number
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theorem 2.27 that N (qk) ∼ (k ln k)1/δ = k1/δ+o(1).

As in the proof of Theorem 28, if k is small enough that N (qk)
2
√
k ≤ n, then we

have the embedding QπG(k)

[0,2
√
πG(k)]

↪→ DG(n).

It follows that dim
(
DG(n)

)
≥ k −

√
k. If we take c < 1

16
and k =

⌊
c
(
δ lnn
ln lnn

)2⌋
,

this condition is satis�ed for all large n. If we let c approach 1
16

we obtain the lower

bounds in 2.31 and 2.32.

For the upper bound in 2.31, set ε = ε(n). Let S be the set of all elements of

G(n) that factor into primes of norm less than (ε lnn)2/δ and let R be the set of all

elements that factor into primes of norm greater than or equal to (ε lnn)2/δ. Then

dim (DS) ≤ πG((ε lnn)2/δ) = ( ε
2δ
2

+ o(1)) (lnn)2

ln lnn
.

We further partition the large primes. Let L =
⌊

log2

(
δ lnn

ln lnn+ln ε

)⌋
and, for each

0 ≤ i < L, let θi = n2−i , and Ri be the set of elements of G(n) whose prime factors

all have norms in the interval
(
θi+1, θi

]
. The analogue of Lemma 34 implies that

dim (DR) ≤
L−1∑
i=0

dim (DRi). Just as before, DRi ↪→M
NG(θi)

[0,2i+1−1]
, so by

Lemmas 31 and 33,

dim (DRi) ≤ dim
(
MNG(θi)

[0,2i+1−1]

)
= N

(
NG

(
n2−i

)
, 2i+1

)
≤ (4δ + o(1)) · 2i lnn, (2.33)

and so

dim (DR) ≤
L−1∑
i=0

dim (DRi) ≤ (4δ + o(1)) · 2L lnn = (4δ2 + o(1))
(lnn)2

ln lnn
. (2.34)

Finally, we combine these two inequalities to obtain

dim
(
DG(n)

)
≤ dim (DS) + dim (DR) ≤

(
ε2δ
2

+ 4δ2 + oε(1)
)(lnn)2

ln lnn
, (2.35)

and let ε→ 0 as slowly as necessary.
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Now we prove the upper bound in 2.32. Fix ε > 0. Let S be the set of all

elements of G(n) whose prime factors all have norm at most (ε lnn)1/δ and R be the

set of all elements whose prime factors are all greater than (ε lnn)1/δ.

Let r = min {N (p) : p ∈ P}, which exists by condition (c′) and is strictly

greater than 1 by condition (a). The poset DS can be embedded into the product of

πG
(
(ε lnn)1/δ

)
chains, with at most 1 + logr n elements. Since the 2-dimension of

each of these chains is at most logr n,

dim2 (DS) ≤ πG
(
(ε lnn)1/δ

)
logr n =

( ε

ln r
+ o(1)

)(lnn)2

ln lnn
, (2.36)

which follows from 2.27.

Now let L =
⌈

log2

(
δ lnn

ln lnn+ln ε

)⌉
. For each i from 0 to L− 1, let θi = n2−i and Ri

be the set of elements of Gn whose prime factors all have norms that lie in the

interval
(
θi+1, θi

]
. We have embeddings DR ↪→

L−1∏
i=1

DRi and DRi ↪→M
NG(θi)

[0,2i+1−1]
. By

Lemma 40 and Axiom A (2.26),

dim2 (DRi) ≤ dim2

(
MNG(θi)

[0,2i+1−1]

)
≤
(2eπ2

3
+ o(1)

)
22i ln (NG(θi)) =(

δ
2eπ2

3
+ o(1)

)
22i ln θi =

(
δ

2eπ2

3
+ o(1)

)
2i lnn.

(2.37)

Therefore,

dim2 (DR) ≤
L−1∑
i=0

dim2 (DRi) ≤ δ
2eπ2

3
2L lnn+ o(2L lnn)

≤
(4eπ2

3
δ2 + o(1)

) (lnn)2

ln lnn+ ln ε
.

(2.38)

Finally, we have

dim2 (DGn) ≤ dim2 (DS) + dim2 (DR) ≤
( ε

ln r
+ 4

3
eπ2δ2 + oε(1)

)(lnn)2

ln lnn
(2.39)
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for every �xed ε > 0. As before, let ε = ε(n) approach 0 slowly to obtain 2.32.

Corollary 46. For any number �eld K, upper and lower bounds of the same form

as in Theorems 28 and 29 hold for the dimension and 2-dimension of the divisibility

poset of ideals in K with norm at most n. The same is true of poset of isomorphism

classes of abelian groups of order less than n, ordered by the direct summand

relation.

2.7.2 Polynomials over Finite Fields

Another interesting environment where we can prove an analogue of

Theorem 28 is the divisibility poset of monic polynomials over Fq, truncated by the

degree. While equipping Fq[t] with the norm N (p) = qdeg p makes it into an

arithmetic semigroup, it fails to satisfy Axiom A, since NFq [t](x) is, up to a constant

term, equal to q
q−1

times the smallest power of q less than or equal to x. This

function is Θ(x), so, if it did satisfy Axiom A, it would do so with exponent 1. Then

the error term would also be Θ(x), but Axiom A requires the error term to be O(xν)

for some ν < 1.

In the theory of arithmetical semigroups, the notion of an additive arithmetical

semigroup is more appropriate for handling semigroups with similar properties to

Fq[t]. A weaker version of Axiom A for such semigroups, called Axiom A], is

required, along with some other technical conditions, to obtain an abstract prime

number theorem. See Knopfmacher and Zhang [35].

In order to avoid these additional technicalities, we will show that Theorem 28

generalizes to Fq[t], but essentially the same proof would work for the class of

additive arithmetic semigroups that have an abstract prime number theorem.

Let πq(n) be the number of irreducible monic polynomials in Fq[x] of degree at

most n and π′q(n) be the number of such irreducibles with degree exactly n. The
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following prime number theorem for polynomials is due to Gauss [25]. While the

prime number theorem for integers is extremely di�cult to prove without complex

analysis, the one for polynomials has a simple proof that uses only elementary

properties of �nite �elds.

Theorem 47. For every prime power q and every n ∈ N,

πq(n) ∼ q

q − 1
· q

n

n
(2.40)

as n→∞.

Proof. Every monic irreducible irreducible polynomial in Fq[X] of degree n is the

minimal polynomial of exactly n distinct elements of Fqn . It follows that π′q(n) ≤ qn

n
.

Given an element α ∈ Fqn , the minimal polynomial of α over Fq has degree n if

and only if α is not contained in any proper sub�elds of Fqn . The union of all proper

sub�elds of Fqn is the same as the union of all maximal sub�elds, and each maximal

sub�eld is of the form Fqn/p , where p is a prime factor of n. Since n/p ≤ n/2 and n

has at most log2 n prime factors, π′q(n) ≥ 1
n
(qn − log2 n

√
qn).

Finally, to obtain 2.40, we sum over π′q:

πq(n) =
n∑
k=0

π′q(k) =
n∑
k=0

1

k

(
qk −O(log2 k

√
qk)
)
∼ q

q − 1
· q

n

n
. (2.41)

Now we can prove the analogues of Theorems 28 and 29 for polynomials.

Theorem 48. Let Pq(n) be the set of monic polynomials over Fq of degree n or less.

As n→∞, we have the following bounds:

(
q − 1

16q2
− oq(1)

)
n2

(logq n)2
≤ dim

(
DPq(n)

)
≤
(
4 ln q + oq(1)

) n2

logq n
(2.42)
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(
q − 1

16q2
− oq(1)

)
n2

(logq n)2
≤ dim2

(
DPq(n)

)
≤
(

4π2

3
ln q + oq(1)

)
n2

logq n
. (2.43)

Proof. Observe that, if k is small enough that 2k
√
πq(k) ≤ n, then there exists an

embedding Qπq(k)

[0,2
√
πq(k)]

↪→ DPq(n) whose image consists of all monic irreducibles of

degree at most k and all products of at most 2
√
πq(k) such polynomials. It follows

that DPq(n) has dimension and 2-dimension at least πq(k)−
√
πq(k). We can choose

k =
⌊
2 logq n− logq logq n− logq

8q
q−1
− o(1)

⌋
to obtain the lower bounds.

For the upper bound in 2.42, �x ε > 0 and let S be the set of all polynomials in

Pq(n) that factor into irreducibles with degree at most 2(logq n+ logq ε) and R be

the set of all polynomials that factor into irreducibles of degree greater than

2(logq n+ logq ε). Clearly,

dim (S) ≤ πq(2(logq n+ logq ε)) =

(
q

2(q − 1)
ε2 + oε(1)

)
n2

logq n
. (2.44)

Let L =
⌊

log2

(
n

logq n+logq ε

)⌋
, and, for each i from 0 to L− 1, let Ri be the set of

polynomials in Pq(n) whose irreducible factors all have degrees in the interval

(2−(i+1)n, 2−in].

For each i, DRi ↪→M
πq(2−in)

[0,2i+1−1]
, so dim (Ri) ≤ 4 · 2i · n ln q + 1, and hence

dim (DR) ≤
L−1∑
i=0

dim (DRi) ≤ 4 · 2L · n ln q + L ≤ (4 ln q + oε(1))
n2

logq n
. (2.45)

Finally, we add 2.44 and 2.45 to otain

dim
(
DPq(n)

)
≤ dim (DS) + dim (DR) ≤

(
4 ln q +

q

2(q − 1)
ε2 + oε(1)

)
n2

logq n
, (2.46)

and we let ε = ε(n)→ 0 slowly.
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For the upper bound in 2.43, we again �x an ε > 0. Let S be the set of all

monic polynomials whose prime factors all have degree at most logq n+ logq ε. Since

DS embeds into a product of πq(logq n+ logq ε) ∼ ( q
q−1

ε) n
logq n

chains, each with at

most 1 + n elements,

dim2 (DS) ≤
(

q

q − 1
ε+ oε(1)

)
n2

logq n
. (2.47)

Now let L =
⌈
log2

(
n

logq n+logq ε

)⌉
. For each i from 0 to L− 1, let Ri be the set of

all monic polynomials whose irreducible factors all have degrees that lie in the

interval (2−(i+1)n, 2−in]. By Lemma 40,

dim2 (DRi) ≤ dim2

(
Mπq(2−in)

[0,2i+1−1]

)
≤
(

2eπ2

3
ln q + o(1)

)
2i · n, (2.48)

and so

dim2 (DR) ≤
L−1∑
i=1

dim2 (Ri) ≤
(

2eπ2

3
ln q + oε(1)

)
2L · n ≤(

4eπ2

3
ln q + oε(1)

)
n2

logq n
.

(2.49)

As before, we add 2.47 and 2.49 to get

dim2

(
DPq(n)

)
≤ dim2 (S) + dim2 (R) ≤

(
4eπ2

3
ln q +

q

q − 1
ε+ oε(1)

)
n2

logq n
, (2.50)

and we let ε→ 0 as slowly as necessary.

To make the parallel with the bounds of Theorem 28, make the substitution

m = qn in equations (2.42) and (2.43). We recover the same order of bounds we had

for D[n], up to constants depending on q.
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2.8 Open problems

We pose several problems in this section, of which the central one is the

following.

Question 2. What is the correct asymptotic order of growth of dim
(
D[n]

)
?

We do not make any conjecture as to whether the lower bound or the upper

bound in Theorem 28 is closer to the truth. On one hand, the lower bound is sharp

in the sense that no Qk1,` of higher dimension can be embedded into D[n], but on the

other, the upper bound is more technically re�ned, where we bound each layer

appropriately. In any case, we believe that determining the correct exponent on the

ln lnn factor requires new ideas. But we conjecture that, for D[n], dimension and

2-dimension should behave similarly.

Conjecture 6. As n→∞, dim2

(
D[n]

)
= Θ

(
dim

(
D[n]

) )
.

So far, we have seen how the dimension behaves for some speci�c well

structured sets of integers, like [n] and a[n] + b. How does the dimension of a typical

set behave?

Problem 3. Let p = p(n) and let A ⊆ [n] be a random subset where each element is

chosen independently with probability p. How does dim (DA) grow with n?

Although we believe this question to be of great interest, we have made no serious

attempt to answer it. It would be interesting to see how other poset properties vary

with p. Finally, we have shown in Section 2.5 that the dimension of D(αn,n] is

bounded for all n and gave some bounds depending only on α. It would be nice to

improve the bounds obtained. Also recall that we have shown that

dimt

(
D(αn,n]

)
= Θα,t

(
lnn
)
. This suggests the following conjecture.

Conjecture 7. For each 0 < α < 1 and t ≥ 2, there exists a constant c = c(α, t)

such that dimt

(
D(αn,n]

)
∼ c lnn as n→∞.
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Our best upper bound for c(α, t) depends only on α, and our best lower bound

depends only on t. We believe that the correct value should depend on both α and

t.
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CHAPTER 3

LOCAL DIMENSION AND COMPLETE BIPARTITE COVERINGS

OF DIFFERENCE GRAPHS

The results in this chapter are joint work with António Girão. Theorem 51 was

proved independently by Felsner and Ueckerdt [21], and also by Damásdi, Keszegh,

and Nagy [15]. The three manuscripts were combined into [14], which has been

submitted to the SIAM Journal on Discrete Mathematics.

3.1 Introduction and de�nitions

Di�erence graphs were �rst studied by Hammer, Peled, and Sun in [53]. They

gave several equivalent characterisations of di�erence graphs, of which we take the

following as our de�nition. A di�erence graph is a bipartite graph G with parts A

and B such that A and B are linearly ordered sets, the neighbourhood of every

element of A is an initial segment of B and similarly the neighbourhood of every

element of B is an initial segment of A.

Note that if G is a di�erence graph with parts A and B and x ≤ y in A, then

Γ(y) ⊆ Γ(x). This condition is actually equivalent to our de�nition. Other

de�nitions and characterisations of di�erence graphs, including an explanation of

the name �di�erence graph�, can be found in [53].

The problem of covering the edges of a graph using di�erence graphs is closely

related to the problem of estimating the local dimension of a poset, as we shall see

later. In the remaining of this chapter, we will only consider di�erence graphs

without isolated vertices. We need to introduce now a few more de�nitions.

Let G be a di�erence graph and v a vertex of G, the complement of v, denoted

vc, is the highest-ranked neighbour of v.

For each n ∈ N, let Hn be the bipartite graph with vertex set A∪̇B, where
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A = B = [n], and edge set {ab : a ∈ A, b ∈ B, a+ b ≤ n+ 1}. Observe that Hn is

indeed a di�erence graph where every vertex equals its double complement.

Actually, every di�erence graph with this property is isomorphic to Hn, for some n.

Indeed, suppose D is a di�erence graph with parts A and B with the property that

every vertex is its own double complement, or equivalently that every vertex has a

unique neighbourhood. Since there are at most |B| possible neighbourhoods of

vertices in A, |B| ≥ |A|, and for the same reason |A| ≥ |B|, so |A| = |B| = n for

some n. Now it is clear that assigning each vertex v the number n+ 1− d(v) de�nes

an isomorphism from D to Hn.

Figure 3.1: The di�erence graph H5.

Let H be a class of graphs, which we assume is closed under isomorphism. An

H-cover of a graph G is a set of subgraphs of G in H whose union contains all the

edges of G. For any H-cover C of G and and v ∈ V (G), the C-multiplicity of v,

denoted µC(v), is the number of subgraphs in C that contain v. The local H-covering

number of G is de�ned as

min
{

max {µC(v) : v ∈ V (G)} : C is an H-cover of G
}
. (3.1)

For any graph G, we denote by lbc (G) the local complete bipartite covering

number of G and by ldc (G) the local di�erence graph covering number of G. The

following proposition appearing in [32] explains the link between the local di�erence

covering number and the local dimension of a poset.

Proposition 49. Let P be a poset of height 2 and let G be the bipartite graph whose

vertices are the elements of P and whose edges are the pairs of incomparable
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elements between the two layers. Then ldc (G) ≤ ldim (P ) ≤ ldc (G) + 2.

Given a poset P , the split of P is a height-two poset Q with elements

{x′, x′′ : x ∈ P}, where x′ < y′′ in Q if and only if x ≤ y in P . Barrera-Cruz, Prag,

Smith, Taylor, and Trotter proved in [2] that the inequality

ldim (Q)− 2 ≤ ldim (P ) ≤ 2 ldim (Q)− 1 always holds. This observation together

with Proposition 49 reduces the problem of determining the local dimension of a

poset (up to a factor of 2) to the problem of �nding the local di�erence graph

covering number of a certain bipartite graph.

Notice that, for all m < n, the subgraph of Hn induced by ([m], [n] \ [n−m]) is

isomorphic to Hm. This fact implies that lbc (Hn) is a monotone increasing function

of n. The following proposition reduces the problem of determining lbc (G) for an

arbitrary di�erence graph G to the problem of determining lbc (Hn).

Proposition 50. Let G be a di�erence graph with parts A and B. Then,

lbc (G) = lbc (Hn), for some n ≤ min{|A|, |B|}.

Proof. Let B be a complete bipartite cover of G. If no two vertices have identical

neighbourhoods we are done; otherwise, suppose u and v have the same

neighbourhood. We may suppose that u and v belong to the same set of graphs in

B. If not, and µB(u) ≤ µB(v), we may remove v from every bipartite graph and add

it to every graph containing u. Since u and v have the same neighbourhood, we still

have a cover, and we have not increased the multiplicity of any vertex. Hence

identifying u with v does not change the local bipartite covering number of H. If we

iteratively identify pairs of vertices with the same neighbourhood, we eventually

obtain a di�erence graph for which no two vertices have the same neighbourhood,

which must be Hn for some n ≤ min{|A|, |B|}.

In [32], Kim, Martin, Masa°ík, Shull, Smith, Uzzell, and Wang proved that

lbc (Hn) ≤ log n+O(1) and asked for the exact value of lbc (Hn), whenever n+ 1 is
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a power of two. We answer this question for all values of n with the following

theorem.

Theorem 51. For all n ∈ N,

lbc (Hn) = min

{
i ∈ N :

(
2i

i

)
≥ n+ 1

}
=

1

2
log n+

1

4
log log n+O(1).

In Section 3.3, we look at the poset Qn1,2 induced by the �rst two layers of the

hypercube Qn. Spencer [50] and Füredi, Hajnal, Rödl, and Trotter [56] collectively

proved that Qn1,2 has dimension (1 + o(1)) log log n. We show that Qn1,2 also has local

dimension (1 + o(1)) log log n. We also show that the local complete bipartite

covering number of the graph of non-related pairs between the �rst and second layer

is Θ(log n).

3.2 Proof of Theorem 51

Our proof of Theorem 51 is based on the fact that every complete bipartite cover

of Hn can be simpli�ed in a way that does not increase the maximum multiplicity.

Suppose B is a complete bipartite cover of Hn. We say that B splits if there is a

partition of B into three sets B1, B2, and B3 and a partition of V (Hn) = A ∪B into

four sets A = A1 ∪ A2 and B = B1 ∪B2 with the following properties:

• A1 and B1 are initial segments of A and B respectively;

• |A1|+ |B1| = n+ 1;

• B1 is a complete bipartite cover of the di�erence graph

H|A1|−1 = (A1 \ {max(A1)}, B2);

• B2 is a complete bipartite cover of the di�erence graph

H|B1|−1 = (A2, B1 \ {max(B1)});
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• B3 consists of the complete bipartite graph (A1, B1).

For example, in Figure 3.2, the black edges span a copy of K4,3, the red edges span

a copy of H3, and the blue edges span a copy of H2. A complete bipartite cover of

H6 that splits might consist of a complete bipartite cover of the blue edges, a

complete bipartite cover of the red edges, and the complete bipartite graph spanned

by the black edges.

Figure 3.2: H6 as a union of K4,3, H3, and H2.

To prove Theorem 51, we need the following lemma:

Lemma 52. For every complete bipartite cover B of Hn, there exists a complete

bipartite cover C such that C splits and, for every i ∈ V (Hn), µC(i) ≤ µB(i).

We postpone the proof of Lemma 52 and �rst show that it implies Theorem 51.

Proof of Theorem 51, given Lemma 52. For any two nonnegative integers a and

b, de�ne an (a, b) covering of Hn to be a complete bipartite covering B such that

every vertex in A has B-multiplicity at most a and every vertex in B has

B-multiplicity at most b. Let ta,b to be the smallest n such that there does not exist

an (a, b) covering of Hn. Then ti,i is the smallest n such that lbc (Hn) = i+ 1.

We want to show that ta+1,b+1 = ta,b+1 + ta+1,b for all a and b. First we prove the

lower bound. Let n = ta,b+1 + ta+1,b − 1, A1 = [ta,b+1] ⊆ A, B1 = [ta+1,b] ⊆ B,

A2 = A \ A1, and B2 = B \B1. Take an (a, b+ 1) covering B1 of

Hta,b+1−1 = ([ta,b+1 − 1], B2) and an (a+ 1, b) covering B2 of
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Hta+1,b−1 = (A2, [ta+1,b − 1]). Then B = B1 ∪ B2 ∪ {(A1, B1)} is an (a+ 1, b+ 1)

covering of Hn, so ta+1,b+1 ≥ n+ 1.

Now we prove the upper bound. Let n = ta,b+1 + ta+1,b and consider a complete

bipartite covering B of Hn. By Lemma 52, we may assume B splits. Either

|A1| ≥ ta,b+1 + 1 or |B1| ≥ ta+1,b + 1. If the former, then B1 cannot be an (a, b+ 1)

covering, so either B2 contains a vertex of B1-multiplicity at least b+ 2 or A1

contains a vertex of B1-multiplicity at least a+ 1, and adding (A1, B2) increases its

B-multiplicity to at least a+ 2. If the latter, then B2 cannot be an (a+ 1, b) covering,

so either A2 contains a vertex of B2-multiplicity at least a+ 2 or B1 contains a

vertex of B2-multiplicity at least b+ 1 and hence B-multiplicity at least b+ 2. In

either case, either A contains a vertex of B-multiplicity at least a+ 2 or B contains

a vertex of B-multiplicity at least b+ 2, so B is not an (a+ 1, b+ 1) covering.

Given this recurrence, we can prove that ta,b =
(
a+b
a

)
by double induction on a

and b. First observe that ta,0 = t0,b = 1, so the equation holds when either a = 0 or

b = 0. Also notice that the lexicographic ordering on pairs (a, b) is a well-ordering,

as it is the ordering induced by the map (a, b) 7→ ω · a+ b onto the set of ordinals

below ω2. If (a, b) is the lexicographically minimal pair such that ta,b 6=
(
a+b
a

)
, then

a ≥ 1 and b ≥ 1, and so ta−1,b =
(
a+b−1
a−1

)
and ta,b−1 =

(
a+b−1
a

)
. But then

ta,b = ta−1,b + ta,b−1 =
(
a+b−1
a−1

)
+
(
a+b−1
a

)
=
(
a+b
a

)
, a contradiction. Therefore the

equation holds for all pairs. In particular, ti,i =
(

2i
i

)
, from which the theorem

immediately follows.

To prove the asymptotic formula for lbc (Hn), suppose i is the smallest natural

number such that
(

2i
i

)
≥ n+ 1. Using Stirling's approximation, we have

(
2i

i

)
=

(2i)!

i!2
= (1 + o(1))

√
4πi · (2i)2ie−2i

2πi · i2ie−2i
= (1 + o(1))

4i√
πi
. (3.2)
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If we write

i =
1

2
log n+

1

4
log log n+ cn, (3.3)

then we have

(
2i

i

)
= (1 + o(1))

n
√

log n · 4cn√
(π/2 + o(1)) log n

= (1 + o(1))n
4cn√
π/2

. (3.4)

Since
(

2(i−1)
i−1

)
≤ n <

(
2i
i

)
, we must have 4cn−1 ≤

√
π
2

+ o(1) ≤ 4cn , so cn is bounded.

Using more precise estimates, such as those given by Robbins in [46], one can

show that lbc (Hn) is equal to either
⌊

1
2

log n+ 1
4

log log n+ 1
4

log 2π
⌋
or⌈

1
2

log n+ 1
4

log log n+ 1
4

log 2π
⌉
for all n ≥ 2. The calculations are simple but

tedious, so we omit them here.

Now we shall prove Lemma 52.

Proof of Lemma 52. Let B be a complete bipartite cover of Hn = (A,B). Recall

that, for each vertex v ∈ A, the complementary vertex of v is vc = n+ 1− v ∈ B.

Similarly, if v ∈ B, vc = n+ 1− v ∈ A. For any (C,D) ∈ B, if v is the last element

of C, then the last element of D is at most vc. Since the subgraph of Hn induced by

([v], [vc]) is complete bipartite, we may replace all the graphs in B whose last

element in A is v with the graph induced by the union of their vertex sets without

increasing the multiplicity of any vertex, so we can assume that each edge of the

form vvc is covered exactly once and that every graph in B contains such an edge.

We also assume throughout the proof that B is minimal in the sense that, if we

remove any vertex from any of the subgraphs in B, the result is no longer a cover.

At any time, if B is not minimal, we replace it with a minimal re�nement.

For each i ∈ A, let Bi = (Ci, Di) be the unique subgraph in B that covers iic.
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We also de�ne

ai = inf{a > i : i ∈ Ca} ∈ A ∪ {∞} (3.5)

for each i ∈ A, with the convention that inf(∅) =∞. Now we apply the following

algorithm to turn all the Cv's and Dv's into intervals, without increasing the

multiplicity of any vertex.

We proceed iteratively for each i ∈ A. Suppose B has the following properties:

1. For all j < i, Dj is an interval, and

2. for all a ≥ aj, j ∈ Ca if and only if aj ∈ Ca.

Note that both of these properties hold vacuously when i = 1. Let t be the left

endpoint of the longest interval in Di containing ic. If t = 1, then D1 is already an

interval. In this case, we can remove i from every Ca with a > i without losing any

edges, so ai =∞. Otherwise, if t ≥ 2, observe that ai = (t− 1)c. This holds because

the edge {i, t− 1} must be covered by some Bj with i < j ≤ (t− 1)c; however, if

j < (t− 1)c, then jc ∈ Di, and we could have removed it and still had a cover. By

property 2, for all k ∈ Ci and a > i ≥ ak, Ca contains i if and only if it contains k.

This implies that Ci ⊂ C(t−1)c , so we can move all the elements of Di \ [t, ic] from Di

to D(t−1)c without losing any edges. Now, for every a ≥ ai, ac is connected to both i

and ai, and ac 6∈ Di. If i is contained in more Ca's with a ≥ ai than ai, then we can

remove i from each such Ca and add it to every Ca that contains ai without losing

any edges, and vice versa if ai is contained in at least as many such Ca's than i.

Once we have done this for every i ∈ A, B has the properties that Di is an

interval for all i and that, for all a ≥ ai, i ∈ Ca if and only if ai ∈ Ca. We now apply

the same algorithm with the roles of A and B reversed to turn all the Ci's into

intervals, without changing the fact that every Di is an interval.

As before, de�ne bi = inf{b > i : i ∈ Dbc} ∈ B ∪ {∞} for each i ∈ B. Suppose B

has the following properties:
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1. For all j < i ∈ B, Cjc is an interval, and

2. for all b ≥ bj, j ∈ Dbc if and only if bj ∈ Dbc .

Let s be the left endpoint of the longest interval in Cic containing ic. If s = 1, Cic is

already an interval. In this case, we can remove [i] from every Dbc with b > i

without losing any edges. Since we're removing an initial segment from each Dbc , it

remains an interval. If s ≥ 2, then, by the same argument as before, bi = (s− 1)c.

By property 2, for all k ∈ Dic and b > i ≥ bk, Dbc contains i if and only if it contains

k. This implies that Dic ⊂ Ds−1, so we can move all the elements of Cic \ [s, ic] from

Cic to Cs−1 without losing any edges. Now, for every b ≥ bi, bc is connected to both

i and bi. For every b ≥ bi, if i ∈ Dbc , then, because Dbc is an interval, bi ∈ Dbc . If

Dbc contains bi but not i, we can remove the initial segment [bi] from Dbc . Because i

is connected to bc, there is a b′ > b such that Db′c contains i and therefore the whole

interval [i, b], so we still have a cover.

We have thus proved that we may pass to a bipartite cover B in which both

parts of every subgraph are intervals. Now we show that any such cover that is

minimal must split. Let (A1, B1) ∈ B be any bipartite graph in B such that A1 and

B1 are both initial segments of [n], or equivalently any graph containing the edge

{1, 1}. Since B is a cover, it must contain such a graph. By de�nition,

(A1, B1) = (Ci, Di) for some i, so |A1|+ |B1| = n+ 1. Let A2 = [n] \ A1 and

B2 = [n] \B1. Now, for every (Cj, Dj) ∈ B with j 6= i, either j < i or j > i. If the

former, then Cj ⊆ A1 \ {max(A1)}, and we can replace Dj with Dj ∩B2. If the

latter, then Dj ⊆ B1 \ {max(B1)} and we can replace Cj with Cj ∩ A2. Either way,

all the removed edges are already in (A1, B1), so we still have a cover. If we do this

for every j then it is clear that the resulting cover splits.
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Corollary 53. For every di�erence graph D with parts A and B,

lbc (D) ≤ 1
2

log |A|+ 1
4

log log |A|+ 2, (3.6)

and this is the best bound possible (up to a small constant additive term). For any

graph G on n vertices,

ldc (G) ≤ lbc (G) ≤
⌊

1
2

log n+ 1
4

log log n+ 3
2

⌋
ldc (G) . (3.7)

Proof. The �rst statement follows from Theorem 51 and Proposition 50. The second

statement follows from the �rst and the fact that every di�erence subgraph of a

graph on n vertices has a part with at most n
2
vertices.

3.3 The �rst two layers of the hypercube

Here we look at the suborder Qn1,2 of the cube Qn induced by the two layers

[n](1) and [n](2) and the bipartite graph Gn whose vertex set is Qn1,2 and whose edges

are non-related pairs between the two layers. For simplicity's sake, we identify [n](1)

with [n] in the obvious way.

Theorem 54. As n→∞, lbc (Gn) = Θ(log n).

To prove Theorem 54, we use the following proposition proved by Hansel in [27] (see

also Bollobás and Scott [8]).

Proposition 55. For all n, lbc (Kn) ≥ log n.

In fact, Hansel proved a slightly stronger result, namely that for any complete

bipartite covering B of Kn, the average B-multiplicity of a vertex in Kn is at least

log n.

Proof of Theorem 54. First we shall prove the upper bound. Take a random

partition A∪̇B of [n] where each element is chosen to be in A independently with
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probability 1
3
and consider the complete bipartite graph

(
A,B(2)

)
. The edge {a, bc}

is covered if and only if a ∈ A, b, c ∈ B, so the probability that any given edge is not

covered is 23
27
. If we take at least 3 log27/23 n such partitions independently, then the

expected number of edges not covered is 3
(
n
3

) (
23
27

)3 log27/23 n < n3 ·
(

23
27

)3 log27/23 n = 1.

This implies that lbc (Gn) ≤ d3 log27/23 ne =
⌈

3
log 27/23

log n
⌉
.

Now, to prove the lower bound, pick any element x ∈ [n] and consider the

subgraph F of G induced by the set {xy : y ∈ [n] \ x} ∪ [n] \ x. It's easy to check

that the homomorphism ϕ : F → Kn−1 de�ned by ϕ(y) = ϕ(xy) = y is a double

covering map. Hence if B is a complete bipartite cover of G and B′ is its restriction

to F , then ϕ(B′) is a complete bipartite cover of Kn−1, so by Proposition 55 there

exists a vertex z ∈ Kn−1 with ϕ(B′)-multiplicity at least log(n− 1). But

µϕ(B′)(z) ≤ µB′(z) + µB′(xz), so one of z and xz has B′-multiplicity (and therefore

B-multiplicity) at least 1
2

log(n− 1).

Next, we look at the dimension and local dimension of Qn1,2. Spencer [50] proved

that

dim
(
Qn1,2

)
≤ log log n+

1

2
log log log n+ log(

√
2π) + o(1). (3.8)

Füredi, Hajnal, Rödl, and Trotter [56] proved the corresponding lower bound,

showing that

dim
(
Qn1,2

)
= log log n+

(
1

2
+ o(1)

)
log log log n. (3.9)

The next theorem implies that ldim
(
Qn1,2

)
∼ dim

(
Qn1,2

)
as n→∞.

Theorem 56. As n→∞, ldim
(
Qn1,2

)
= log log n+O(log log log n).

Proof. The upper bound follows from 3.8. We shall prove the lower bound

ldim
(
Qn1,2

)
≥ ldc (Gn) ≥

log log n−
(
1 + 1

ln 2

)
log log log n− o(1).

(3.10)
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Let D be a di�erence graph covering of Gn = GQn1,2 . Recall that, for each D ∈ D,

the singletons in D are weakly ordered by reverse inclusion of their neighbourhoods.

We de�ne a sequence of di�erence graphs Di ∈ D and a sequence of subsets Li ⊆ [n]

as follows. Let c < 1 be a �xed positive real number. First, choose D1 ∈ D such

that D1 contains at least nc singeletons, if there is such a graph in D. If there isn't,

then each pair is contained in at least n−2
nc
� log log n elements of D.

Otherwise, let L1 be the set of singletons in D1. Now suppose Li and

D1, D2, . . . , Di have already been chosen. We choose a graph Di+1 ∈ D such that

V (Di+1) ∩ Li ≥ |Li|c, if such a graph exists. If so, then, by the Erd®s-Szekeres

theorem, there is a subset Li+1 ⊆ V (Di+1) ∩ Li such that |Li+1| ≥ |Li|c/2 and the

elements of Li+1 appear in the same or opposite order in Di and Di+1.

Continue in this way until either |Li| ≤ log n or |Li| > log n and there is no

graph in D that contains |Li|c elements of Li. In the former case, each element of Li

appears in at least i elements of D, and n(c/2)i ≤ log n, so

i ≥ 1

1− log c
(log log n− log log log n). (3.11)

In the latter case, let a and b be the �rst and last elements of Li in the order

induced by Di and look at the set of chosen di�erence graphs Dj that contain the

pair ab. Because the ordering on Li induced by Dj begins with either a or b for

every j, none of these graphs can contain any edges from ab to Li. Every other

di�erence graph in D contains less than |Li|c edges from Li to ab, so there must be

at least |Li|−2
|Li|c ≥ (log n)1−c − 2(log n)−c such di�erence graphs containing ab. Now, if
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we take c = 1− log log logn
log logn

, then

(log n)1−c − 2(log n)−c =

(log n)
log log logn
log logn − 2(log n)−1+o(1) =

2�
���log logn · log log logn

���log logn − o(1) =

log log n− o(1).

(3.12)

Using the a�ne approximation

1
1−log c

= 1 + 1
ln 2

(c− 1) +O
(
(c− 1)2

)
(3.13)

as c→ 1, we have

1
1−log c

(log log n− log log log n) =(
1− 1

ln 2
· log log logn

log logn
+O

(
( log log logn

log logn
)2
))

(log log n− log log log n) =

log log n−
(
1 + 1

ln 2

)
log log log n− o(1).

(3.14)

Therefore,

ldc (Gn) ≥ min
{

log log n− o(1), log log n−
(
1 + 1

ln 2

)
log log log n− o(1)

}
, (3.15)

and the stated lower bound follows immediately.

3.4 Open problems

Question 4. What is the exact value of ldim
(
Qn1,2

)
? In particular, what is the

coe�cient of the log log log n term?

We can sample a random poset of cardinality n and dimension (at most) d by taking

n points independently and uniformly at random from the unit hypercube [0, 1]d.
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Question 5. Let Pd,n be a random poset of cardinality n and dimension (at most)

d. What can we say about ldim (Pd,n) when n is a function of d?

It's obvious that when n is large and d is �xed, then with high probability Pd,n

contains all small posets of dimension d. As we will see in Chapter 4, when n is

su�ciently large, at least one of them will have dimension d.

Question 6. What is the slowest-increasing function f(d) such that, if n� f(d),

then with high probability ldim (Pd,n) = d?
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CHAPTER 4

THE LOCAL DIMENSION OF SUBORDERS OF THE HYPERCUBE

In this chapter, we study the local dimension of the hypercube and its two-layer

suborders.

Kim, Martin, Masa°ík, Shull, Smith, Uzzell, and Wang [32] proved that

ldim (Qn) is at least Ω
(

n
logn

)
, but so far the only upper bound we have for ldim (Qn)

is the trivial bound of n.

The main result in this chapter is that the local dimension of the �rst and

middle layers of the Boolean lattice is asymptotically n
logn

.

Theorem 57. As n→∞, ldim
(
Qn1,bn/2c

)
= n

logn
+O

(
n log logn
(logn)2

)
.

4.1 Lexicographic sums

Let P be a poset with ground set X and, for each x ∈ X, let Qx be a poset with

ground set Yx. The lexicographic sum of {Qx} over P , denoted
∑
x∈P

Qx, is a poset on

the ground set {(x, y) : x ∈ X, y ∈ Yx} where (x, y) ≤ (z, w) if and only if either

x < z or x = z and y ≤ w. Hiraguchi [29] proved that

dim

(∑
x∈X

Qx

)
= max

{
dim (P ) ,max{dim (Qx) : x ∈ X}

}
. (4.1)

We don't have such a simple equation for local dimension, but we can prove some

weaker inequalities.
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Proposition 58. For any poset P with ground set X and any family {Qx}x∈X of

posets indexed by X, we have the following inequalities:

ldim

(∑
x∈X

Qx

)
≥ max

{
ldim (P ) ,max{ldim (Qx) : x ∈ X}

}
, (4.2)

ldim

(∑
x∈X

Qx

)
≤ max

{
ldim (P ) ,max{dim (Qx) : x ∈ X}

}
, (4.3)

ldim

(∑
x∈X

Qx

)
≤ ldim (P ) + max {ldim (Qx) : x ∈ X} . (4.4)

Proof. Inequality 4.2 follows by monotonicity from the fact that
∑
x∈P

Qx has

suborders isomorphic to P and to Qx for each x ∈ X.

To prove inequality 4.3, let L be a local realiser of P and, for each x ∈ X, let

Mx be a realiser of Qx. For convenience, we regard partial linear orders as lists

rather than posets. We will construct a local realiser of
∑
x∈P

Qx as follows. For each

x ∈ X, if |Mx| ≤ µL(x), replace each occurrence of x in the lists in L with x×M

for some M ∈Mx, using each list inMx at least once. If µL(x) < |Mx|, replace

each occurrence of x in the lists in L with x×M for some M ∈Mx, using a

di�erent list M for each occurrence. Then, for each unused M ∈Mx, add x×M as

a new list. Let N be the set of all lists thus constructed. For each x ∈ X and each

y ∈ Yx, we can see that µN (x, y) = max {µL(x), |Mx|} by counting the number of

occurrences of (x, y) in these lists. To show that N is a local realiser, suppose

(x, y) 6≥ (x′, y′). Then either x = x′ and y 6≥ y′ or x 6≥ x′. If the former, then there is

some M ∈Mx such that y occurs before y′ in M , and x×M is a sublist of some

list in N . If the latter, then there is some L ∈ L in which x occurs before x′. In the

corresponding element of N , x and x′ have been replaced by sublists containing

(x, y) and (x′, y′) respectively, so (x, y) occurs before (x′, y′) in this list.

To prove inequality 4.4, let L be a local realiser of P and, for each x ∈ X, let

Mx be a local realiser of Qx. For each x ∈ X, let Kx be an arbitrary linear
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extension of Qx. Let N be the set of all lists obtained by replacing, for each x ∈ X,

each occurrence of x in the linear orders in L with x×Kx as well as all lists of the

form x×M with x ∈ X and M ∈Mx. This set is a local realiser of
∑
x∈X

Qx, and, for

every x ∈ X and y ∈ Yx, µN (x, y) = µL(x) + µMx(y). The special case where P is

an antichain was stated as an exercise by Bosek, Grytczuk, and Trotter in [9].

4.2 Lower bounds

Wang Zhiyu [59], following a comment by Christophe Crespelle in [32], suggested

that an information entropy method might help improve the bounds on ldim (Qn).

Let X be a discrete random variable taking values in {x1, x2, . . . , xn} with

P{X = xi} = pi for each i. Then the entropy of X, denoted H(X), is de�ned by the

formula

H(X) = −
∑

1≤i≤n
pi 6=0

pi log pi. (4.5)

It can be shown using the strict concavity of log that H(X) ≤ log n, and that this

bound is only attained when X is uniformly distributed. Entropy was introduced by

Shannon [48], and H(X) can be thought of as the average amount of information in

bits obtained be observing the value of X. Shannon's fundamental theorem for a

noiseless channel, also known as the source coding theorem, makes this precise.

Before stating the theorem, we need a few de�nitions. An alphabet is a �nite set

with two or more elements, and the elements of an alphabet are called symbols.

Given an alphabet Ω, a word over Ω is a �nite sequence of symbols in Ω, and Ω?

denotes the set of all words over Ω. Given a �nite set Σ and an alphabet Ω, a

pre�x-free code is a map C from Σ to Ω? such that, for all x, y ∈ Σ, if x 6= y, then

C(x) is not an initial segment of C(y).

Theorem 59. Let X be a random variable taking values in a �nite set Σ and let Ω

be a �nite alphabet. For every pre�x-free code C, the expected length of C(X) is at
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least H(X)
log |Ω| . Conversely, there exists a pre�x-free code C such that the expected length

of C(X) is at most H(X)
log |Ω| + 1.

In a note added to the end of [32], Crespelle suggested a method of encoding an

arbitrary poset on a �xed ground set, which we call the Crespelle code. Given a

ground set X with cardinality n and a poset P on X, we encode P as a word over a

3n-symbol alphabet Ω as follows. Let Ω = {xi, xm, xf : x ∈ X}. Given a local

realiser L of P , we write each nontrivial1 partial extension in L as a list of elements

of X, using symbols of the form xi at the beginning of each list and symbols of the

form xm everywhere else. Then we concatenate these lists in any order and replace

the last symbol xm with the corresponding xf . We call the resulting word a

Crespelle codeword for P . Note that this code is pre�x-free by construction. If

ldim (P ) = d, then P has a local realiser L for which each element of X has

multiplicity at most d, and the Crespelle codeword for P constructed from L has

length at most dn. Since each symbol in Ω is equivalent to log 3n bits, we use a

total of at most dn log 3n bits. For example, here is a Crespelle codeword for the

standard example S3 (with spaces added for readability):

aibmcmxmymzm cibmamzmymxm xiam yibm zicf .

Kleitman and Rothschild [34] proved that the entropy of a uniformly random

partial order2 on [n] is (1
4

+ o(1))n2. Kim, Martin, Masa°ík, Shull, Smith, Uzzell,

and Wang [32] proved that the maximum local dimension of a poset on n points is

at between
(

1
4e ln 2

− o(1)
)

n
logn

and (4 + o(1)) n
logn

n→∞, so every partial order on

[n] has a Crespelle codeword with at most (4 + o(1))n2 bits. As Crespelle observed,

this means that the Crespelle code is optimal up to a constant factor.

1Of course, if we remove all the one-element partial extensions from a local realiser, the resulting
set is still a local realiser.

2See Kozieª and Sulkowska [39] for a method of sampling random labelled partial order on n
points which converges in total variation to the uniform distribution.
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We can use this fact to improve Kim et al.'s lower bound on the maximum local

dimension of an n-element poset.

Theorem 60. As n→∞, the expected local dimension of a poset chosen uniformly

at random from the set of all n-element labelled posets is at least

(
1

4
− o(1)

)
n

log n
.

Proof. Suppose n ≥ 2 and let P be a random partial order on [n], where we assign

equal probability to each partial order. Assume for convenience that n is even. The

total number of such partial orders is at least the number of two-layer partial orders

with minimum elements 1, 2, 3, . . . , n/2 and maximal elements

n/2 + 1, n/2 + 2, . . . , n, which is equal to 2
1
4
n2
. It follows that H(P ) ≥ 1

4
n2. It is not

much harder to show that this is also true when n is odd.

Let d = E[ldim (P )]. Then the expected length of the shortest Crespelle

codeword for P is at most dn. Hence by Theorem 59 H(P ) ≤ dn log 3n, so

d ≥ n

4 log 3n
. (4.6)

A similar argument shows that the expected 2-dimension of a random partial

order on [n] is at least 1
4
n− o(1) as n→∞. First, we de�ne a pre�x-free binary

code for the set of all partial orders on [n] as follows. Suppose P is a partial order

on [n] with 2-dimension d ≥ 1. Fix a poset embedding f from P into Qd. The

codeword for P consists of a block of dlog ne bits representing d− 1 as a binary

number, followed by n blocks of d bits each, where the ith block is the representation

of f(i) as a binary string. The length of this word is dlog ne+ dn bits. For example,

here is a binary codeword for the standard example S4 (as before, with spaces added
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for readability):

011 0001 0010 0100 1000 1110 1101 1011 0111.

Now let P be a uniformly random partial order on [n], as de�ned in Theorem 60.

Repeating the proof of Theorem 60 using this binary code instead of the Crespelle

code, we �nd that

E[dim2 (P )] ≥ 1

4
n− dlog ne

n
(4.7)

for all n ≥ 2. By essentially the same argument, we can prove that

E[dimt (P )] ≥ 1

4 log t
n− dlogt ne

n
(4.8)

for every t ≥ 2 and n ≥ 2.

It's clear from the proofs that the same results hold (up to an additive o(1)

term) for a uniformly random two-level poset with minimum elements

1, 2, . . . , bn/2c and maximum elements bn/2c+ 1, bn/2c+ 2, . . . , n.

The following lower bound applies to any pair of layers in the Boolean lattice.

Theorem 61. For any `, k < n,

ldim
(
Qn`,k

)
≥

log
(
n
k

)
log
(
n
`

) − log
(
n
k

)(
log
(
n
`

))2

(
log log

(
n

`

)
+ c

)
, (4.9)

where c ≤ log 12 < 3.585. In particular,

ldim
(
Qn1,k

)
≥
(

1

log n
−O

(
log log n

(log n)2

))
log

(
n

k

)
. (4.10)

Proof. Assume ` < k and let P be a random two-level poset de�ned as follows. Let

A = [n](`) and B = [m]. For each b ∈ B, choose a random subset Xb of [n] of

cardinality k, and then let P be the two-level poset on A∪̇B where each b ∈ B is

above a ∈ A if a ⊆ Xb. Because the entropy of the joint distribution of mutually
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independent random variables is the sum of the entropies of those random variables,

H(P ) is at least m log
(
n
k

)
. Now de�ne d = E[ldim (P )]. The expected length of

the shortest Crespelle codeword for P is at most d
((
n
`

)
+m

)
. Hence by Theorem 59

H(P ) ≤ d
((
n
`

)
+m

) (
log
(
3
(
n
`

)
+ 3m

))
, so

d ≥
m log

(
n
k

)((
n
`

)
+m

) (
log
(
3
(
n
`

)
+ 3m

)) . (4.11)

If we set m =
⌊(

n
`

) (
log
(
n
`

)
− 1
)⌋
, then

d ≥
log
(
n
k

)
log
(
n
`

) − log
(
n
k

)(
log
(
n
`

))2

(
log log

(
n

`

)
+ log 6 +

(
n

`

)−1
)
. (4.12)

Now assume ldim (P ) ≥ d (which occurs with nonzero probability) and modify

P as follows to obtain a new poset P ′. For each subset S of A, if there is more than

one vertex in B whose neighbourhood is S, delete all but one of them. Since P is a

lexicographic sum of antichains over P ′ and P ′ is not a chain, by Proposition 58, P

and P ′ have the same local dimension. Since P ′ embeds into Qn`,k,

ldim
(
Qn`,k

)
≥ ldim (P ′) ≥ d. A similar argument works when k < `.

This theorem has the following immediate corollary.

Corollary 62. For any α ∈ [0, 1], as n→∞,

ldim
(
Qn1,bnαc

)
≥ (1− α)nα −O

(
nα log log n

(log n)2

)
(4.13)

, and the same is true for Qn1,(n−bnαc). In general, whenever 0 ≤ α < β ≤ 1,

ldimQnbnαc,bnβc ≥
1− β
1− α

· nβ−α −O
(
nβ−2α log logn

(log n)2

)
. (4.14)

We also have the following lower bound for the �rst and middle layers. The
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bound ldim (Qn) ≥ (1 + o(1)) n
logn

, which improves one of Kim et al.'s results by a

constant factor, was also proved by Stefan Felsner by di�erent means. Felsner's

proof can be found in [14].

Corollary 63. As n→∞, ldim (Qn) ≥ ldim
(
Qn1,bn/2c

)
≥ n

logn
−O

(
n log logn
(logn)2

)
.

4.2.1 Suborders of the divisibility lattice

Recall that, in Chapter 2, we studied the dimension of suborders of the

divisibility lattice DN = (N, |) and proved that

ldim (([n], |)) ≤ dim
(
D[n]

)
≤ (4 ln 2 + o(1))

(log n)2

log log n
, (4.15)

where D[n] = ([n], |).

We can prove the following lower bound using Corollary 62.

Proposition 64. As n→∞,

ldim
(
D[n]

)
≥
(

1

4
− o(1)

)
log n

log log n
.

Proof. Fix c < 1 and let k =
⌊
c2

4

(
logn

log logn

)2⌋
. Because

p
√
k

k = (log n)(c+o(1)) logn
log logn = nc+o(1) � n, (4.16)

we can de�ne an embedding from Qk
1,b
√
kc into D[n], which therefore has local

dimension at least ( c
4
− o(1)) logn

log logn
. Now taking c→ 1 as slowly as necessary

completes the proof of the lower bound.

4.2.2 Posets whose dimension and local dimension are equal

Recall the following lower bound for the local dimension of Qn1,2 from Chapter 3.
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Theorem 65. As n→∞, ldim
(
Qn1,2

)
≥ log log n−O(log log log n).

Spencer [50] proved that dim
(
Qn1,2

)
≤ log log n+O(log log log n), so this bound is

asymptotically the best possible. Because Qn−k+1
1,2 ↪→ Qnk,k+1 and Qn`,k ↪→ Qn+1

`,k+1, we

also have

ldim
(
Qn`,k

)
≥ (1− o`,k(1)) log log n (4.17)

as n→∞, for every �xed ` < k ∈ N.

The following theorem and corollary show non-constructively that there exist

posets of arbitrarily large dimension whose dimension and local dimension are equal.

This result was proved independently by Barrera-Cruz, Prag, Smith, Taylor, and

Trotter [2].

Theorem 66. For all n ∈ N, ldim (Rn) = n.

Proof. It follows from Theorem 65 and Spencer's theorem [50] that

ldim
(
Qm1,2

)
∼ dim

(
Qm1,2

)
∼ log logm, so there exists an in�nite sequence of �nite

posets with dimension n and local dimension n− o(n). Because every �nite

n-dimensional poset embeds into Rn, ldim (Rn) = n− o(n) by monotonicity.

Now suppose that ldim
(
Rk
)
≤ k− 1 for some k ∈ N. Then, for all n, Rn embeds

into (Rk)dn/ke, so ldim (Rn) ≤ k−1
k
n+ k − 1 by subadditivity. But this contradicts

the previous claim that ldim (Rn) = n− o(n). Therefore ldim (Rn) = n for all n.

Corollary 67. For every d ∈ N, there exists a �nite poset P such that

dim (P ) = ldim (P ) = d.

Proof. Let Q be an in�nite poset. We wish to prove that, if every �nite suborder of

Q has local dimension at most d, then Q has local dimension at most d.

Let K be a �rst-order language with a constant symbol c for each c ∈ Q, ternary

relation symbol 〈_,_,_〉, binary relation symbol _ ε_, and unary predicate symbol

P_. A K-structure is thought of as having two types of elements, called points and
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lists.3 For terms r, s, and t, the intended meaning of Pr is that r is a point, the

intended meaning of r ε s is that s is a list containing the point r, and the intended

meaning of 〈r, s, t〉 is that s is a list in which r is listed before or in the same place

as t.

Let T be the the set of all the following K-sentences:

i) ∀` ∀x x ε ` =⇒ Px ∧ ¬P` (i.e., if r is in s, then r is a point and s is a list)

ii) ∀` ∀x ∀y 〈x, `, y〉 =⇒ x ε ` ∧ y ε ` (i.e., if s is a list in which r comes before t,

then s contains both r and t),

iii) ∀` ∀x ∀y 〈x, `, y〉 ∧ 〈y, `, x〉 =⇒ x = y (i.e., if two points appear in the same

place in a list, then they must be the same),

iv) ∀` ∀x x ε ` =⇒ 〈x, `, x〉 (i.e., the order on each list is re�exive),

v) ∀` ∀x ∀y ∀z 〈x, `, y〉 ∧ 〈y, `, z〉 =⇒ 〈x, `, z〉 (i.e., the order on each list is

transitive),

vi) ∀` ∀x ∀y x ε `∧ y ε ` =⇒ 〈x, `, y〉 ∨ 〈y, `, x〉 (i.e., the order on each list is linear),

vii) ∀x ∃`1 . . . ∃`d ∀` x ε ` =⇒
d∨
i=1

` = `i (i.e., each point is contained in at most d

lists),

viii) for each c, c′ ∈ Q with c ≤ c′, ∀` c ε ` ∧ c′ ε ` =⇒ 〈c, `, c′〉, (i.e., the order on

each list, restricted to the elements of Q, is a partial linear extension of Q),

ix) for each c, c′ ∈ Q with c 6≥ c′, ∃` 〈c, `, c′〉, (i.e., the set of all lists, restricted to

elements of Q, is a local realiser of Q),

x) for each c, c′ ∈ Q with c 6= c′, ¬c = c′.

3It would be more natural to do this with a two-sorted language, but unsorted �rst-order logic
is more familiar.
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Suppose every �nite suborder of Q has local dimension at most d. Let S be a �nite

subset of T and let C(S) be the set of all constant symbols that appear in the

sentences of S. Since C(S) is a �nite subset of Q, it induces a suborder of Q that

has local dimension at most d. Let L be a local realiser of
(
C(S),≤C(S)

)
such that

µL(c) ≤ d for each c ∈ C(S). Now we shall de�ne a K-structure N with domain

C(S)∪̇L. We interpret the non-logical symbols as follows:

• PN = C(S),

• _ ε_N =
{

(c, L) : L ∈ L, c ∈ |L|
}
,

• 〈_,_,_〉N =
{

(c, L, c′) : L ∈ L, c, c′ ∈ |L|, c ≤L c′
}
,

• for each constant symbol c ∈ C(S), cN = c, and

• for each c 6∈ C(S), choose an arbitrary interpretation cN ∈ C(S).

Now N satis�es axioms i-vii as well as all axioms viii, ix, and x with c and

c′ ∈ C(S), so N � S.

Since every �nite subset of T is satis�able, by compactness T is satis�able.

SupposeM is a K-structure such thatM � T . For each ` ∈ |M| such that

M � ¬P`, let L` = {c ∈ Q :M � c ε `}. Now de�ne a binary relation ≤` on L` by

c ≤ c′ ⇐⇒ M � 〈x, `, y〉. The axioms of T imply that each (L`,≤`) is a partial

linear extension of Q and that
{

(L`,≤`) :M � ¬P`
}
is a local realiser of Q for

which each element of Q has multiplicity at most d.

Now suppose that every �nite d-dimensional poset has local dimension at most

d− 1. It would follow that Rd has local dimension at most d− 1, which would

contradict Theorem 66.
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4.3 Upper bounds for two layers

In this section, we prove some upper bounds on the local dimension of posets of

the form Qn`,k. The following proposition gives good upper bounds on the local

dimension of suborders of the form Qn`,(n−k) when ` and k are both constant (or

slowly increasing functions of n).

Proposition 68. Whenever ` < n− k, ldim
(
Qn`,(n−k)

)
≤ 2 + max{`, k}.

Proof. Let π0 be the linear extension consisting of `-sets in any order, followed by

the (n− k)-sets in any order. Then let π1 be the `-element sets in the opposite order

as in π0 followed by the (n− k)-element sets in the opposite order as in π0. Then,

for each i ∈ [n], let Li be the (n− k)-element sets not containing i (in any order)

followed by the `-element sets containing i. It's obvious that {π0, π1, L1, L2, . . . , Ln}

is a local realiser of Qn`,(n−k) in which every `-set has multiplicity 2 + ` and every

(n− k)-set has multiplicity 2 + k.

This generalises Ueckerdt's [58] result that ldim (Sn) = 3 for n ≥ 3. By contrast,

Füredi [23] proved that, for any constant k ≥ 3, dim
(
Qnk,(n−k)

)
= n− 2 for all

su�ciently large n.

Corollary 69. For any �xed α ∈ (0, 1), ldim
(
Qn1,(n−bnαc)

)
= Θ(nα), with constants

between 1− α and 1.

For pairs of layers that are close together, we have the following upper bound

due to Brightwell, Kierstead, Kostochka, and Trotter [10].

Theorem 70. For any s, k, n ∈ N with s+ k ≤ n,

ldim
(
Qns,(s+k)

)
≤ dim

(
Qns,(s+k)

)
≤ (4k2 + 18k)dlnne. (4.18)
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In the case k = 1,

ldim
(
Qns,(s+1)

)
≤ dim

(
Qns,(s+1)

)
≤ 6dlog3 ne. (4.19)

Kostochka [38] later improved the second bound.

Theorem 71. For all s ≤ n

ldim
(
Qns,s+1

)
≤ dim

(
Qns,s+1

)
≤ 2 min

{
k : 2 · k! ≥ n

}
= (2 + o(1))

log n

log log n
.

.

Dushnik [16] showed that dim
(
Qn1,k

)
≥ n−

√
n whenever k ≥ 2

√
n. The next

theorem shows that local dimension behaves very di�erently.

Theorem 72. For any n ∈ N and k ≤ n,

ldim
(
Qn1,k

)
≤ n

log n
+

2n log log n

(log n)2
+ 3. (4.20)

More generally, whenever 1 ≤ ` < k ≤ n and ` < n
logn

,

ldim
(
Qn`,k

)
≤ (1 + o`(1))

n

log n
. (4.21)

Proof. We �rst describe a general construction, then show two di�erent ways the

construction can be realised. Let G be an n-edge bipartite graph with parts A and

B and suppose each vertex in A has degree at most ∆. We identify Qn`,k with the set

of all k-subsets and `-subsets of E(G) and de�ne a local realiser of Qn`,k as follows.

For each v ∈ A and each X ⊆ Γ(v), let Lv,X be a partial linear extension that lists

all k-sets S such that {u ∈ B : vu ∈ S} = X followed by all `-sets containing an
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edge vu with u 6∈ X. Now let π0 list all the `-sets of edges in some order followed by

all the k-sets, and let π1 list all the `-sets in the opposite order followed by all the

k-sets in the opposite order. Then
{
π0, π1

}
∪
{
Lv,X : v ∈ [A], X ⊂ [B]

}
is a local

realiser of Qn`,k in which every `-set has multiplicity at most 2∆−1`+ 2 and every

k-set has multiplicity at most |A|+ 2.

For any n, `, and k with 1 ≤ ` < k ≤ n and ` < n
logn

, we may take G to be any

n-edge bipartite graph with parts A and B with |A| =
⌈

n
logn−log logn−log `

⌉
and

|B| = dlog n− log log n− log `e. Here we have 2∆−1 + 2` ≤ 2|B|−1`+ 2 < n
logn

+ 2 and

|A|+ 2 ≤ n
logn

+ 2n
(logn)2

(log log n+ log `) + 3, which gives us an upper bound of

ldim
(
Qn`,k

)
≤ n

log n
+

2n

(log n)2
(log log n+ log `) + 3. (4.22)

We can do slightly better when n = 2m−1m` for some m ∈ N . In this case, we

may take G to be the disjoint union of ` copies of the m-dimensional hypercube

graph. For this graph, ∆ = m and |A| = 2m−1`, so we have

ldim
(
Qn`,k

)
≤ 2m−1`+ 2 =

n

m
+ 2. (4.23)

Since m = log n
`
− logm+ 1, this bound is asymptotically the same as 4.22.

Theorem 57 follows immediately from Theorem 61 and Theorem 72.

4.4 Open problems

It's known (see, for example, Dushnik [16]) that dim
(
Qn1,k

)
is monotone in k for

0 ≤ k ≤ n− 1, but ldim
(
Qn1,k

)
is not, as ldim

(
Qn1,n/c

)
≥ Ωc(n/ log n) while

ldim
(
Qn1,n−k

)
≤ k + 2. We do not know whether or not it's unimodal. Our best

upper and lower bounds are unimodal, with a single peak at k ≈ n/2 � although the
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upper bound is more like a plateau.

Question 7. How does the function fn(k) := ldim
(
Qn1,k

)
behave? Is it unimodal?

A poset has a short Crespelle codeword if and only if it has a local realiser with

small average multiplicity. It follows that a poset with small local dimension has a

short Crespelle codeword. Is the converse true? In other words, how far apart can

the smallest possible average multiplicity be from the smallest possible maximum

multiplicity of a local realiser? Of course, this question is trivial, since adding a top

element to a nontrivial poset does not change its local dimension. By repeatedly

adding new top elements to a d-local-dimensional poset, we obtain

d-local-dimensional posets with local realisers that have average multiplicity

arbitrarily close to 1. The question becomes nontrivial (or at least not obviously

trivial) if we consider both cardinality and local dimension.

Question 8. For d, n ∈ N, what is the minimal encoding length of a poset with local

dimension d and cardinality n?

The dimension of a lexicographic sum is determined by the dimensions of the

summands and of the indexing poset, but it's not clear whether or not the same is

true of local dimension. As Bosek, Gryczuk, and Trotter stated in [9], it's an open

question whether or not inequality 4.4 in Proposition 58 can be improved, even

when the indexing poset is an antichain.

Question 9. Can any of the bounds in Proposition 58 be improved?

We proved in Corollary 67 that, for every d ∈ N, there exists a �nite

d-dimensional poset with local dimension d. However, we do not have an upper

bound on the smallest possible cardinality of such a poset.

Question 10. Given d ∈ N, what is the smallest n such that there exists a

d-dimensional poset with local dimension n? What is the smallest t such that

ldim
(
td
)

= d?
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Kim et al. [32] asked whether or not ldim (Qn) = n for all n. We believe that

this is not the case, and that our best lower bound is asymptotically correct.

Conjecture 8. As n→∞, ldim (Qn) = Θ
(

n
logn

)
.

If this conjecture is true, it would imply that

ldim (P ) = O (dim2 (P ) / log dim2 (P )) (4.24)

for every poset P , and hence provide a new proof of Kim et al.'s theorem that

ldim (P ) = O
(
|P |/ log |P |

)
(4.25)

for every P , perhaps even improving it by a constant factor.

We may even propose the following stronger conjecture.

Conjecture 9. There exists a universal constant c such that, for any t ∈ N, as

n→∞, ldim (tn) ∼ c n
logt n

.

One can prove a lower bound of this form using an entropy argument similar to

the proof of Theorem 61. Indeed, suppose n� m = n1+o(1). Let P be a random

partial order on [(t− 1)n+m] induced by a random function from [(t− 1)n+m] to

tn that maps [(t− 1)n] to the set of n-tuples with exactly one nonzero entry in

lexicographic order. Each such function induces a di�erent labelled poset. Let

d = E[ldim (P )]. Then, by essentially the same argument as in the proof of

Theorem 61,

H(P ) = (1 + o(1))mn log t ≤ (m+ (t− 1)n)d log (m+ (t− 1)n) =

(1 + o(1))md log n,

(4.26)

so d ≥ (1 + o(1)) n
logt n

.
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Even �nding one cube with local dimension smaller than its dimension would be

very good. If ldim
(
Qk
)

= ` < k, then, by subadditivity, ldim (Qn) ≤ `
k
n+ ` for all n.

Searching for good local realisers by computer does not seem feasible. Proving

or disproving these conjectures will require new ideas.
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CHAPTER 5

OTHER DIMENSION VARIANTS

5.1 Introduction

In this chapter, we introduce some new variants of poset dimension. We will

make use of some nonstandard de�nitions of dimension-theoretic concepts. However,

all of these de�nitions are easily seen to be equivalent to the standard ones given in

Chapter 1.

Given a poset P , a local realiser of P is a set L of monotone partial functions

from P to a chain C such that, for every x and y in P with x 6≥ y, there is a partial

function f ∈ L such that x, y ∈ dom(f) and f(x) < f(y). A local realiser of P is

called a realiser of P if all of its elements are total functions, i.e., functions whose

domains are all of P . Given an integer t ≥ 2, a local realiser L of P is called a local

t�realiser of P if the codomain of every partial function in L is the t-element chain

t. A t�realiser of P is a local t�realiser that is also a realiser.

The dimension of a poset P , denoted dim (P ). is de�ned as the minimum

cardinality of a realiser of P . For any integer t ≥ 2, the t�dimension of P , denoted

dimt (P ), is the minimum cardinality of a t�realiser of P . The t�dimension of P is

monotone decreasing in t, and, for �nite posets P , the minimum value of dimt (P )

over all values of t is equal to dim (P ). The most interesting case of t�dimension is

2�dimension, as dim2 (P ) is equal to the smallest d such that P embeds into the

d�dimensional Boolean lattice as a suborder.

Given a local realiser L of P and a point x ∈ P , the multiplicity of x in L,

denoted µL(x), is de�ned as the number of partial functions f ∈ L such that

x ∈ dom(f). The local dimension of P , denoted ldim (P ), is the minimum over all

local realisers L of P of max {µL(x) : x ∈ P}. For any integer t ≥ 2, the local

t�dimension of P , denoted ldimt (P ), is de�ned as the minimum over all local
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t�realisers R of P of max {µR(x) : x ∈ P}. Similar to the case with t�dimension,

local t�dimension is monotone decreasing in t, and the minimum value of ldimt (P )

over all values of t is (when P is �nite) equal to ldim (P ). As with t�dimension, we

will usually consider the case where t = 2.

The following inequalities follow immediately from the de�nitions, and hold for

all posets P and all choices of t.

ldim (P ) ≤ ldimt (P ) ≤ dimt (P ) , (5.1)

ldim (P ) ≤ dim (P ) ≤ dimt (P ) . (5.2)

As we will see, dimension and local t�dimension are incomparable, and there exist

posets of bounded dimension and arbitrarily large local t�dimension. However, local

t�dimension is bounded below by a logarithmic function of dimension:

ldimt (P ) ≥ logt (2 dim (P )− 1) . (5.3)

A poset parameter f is called monotone if, for every poset Q and every

suborder P of Q, f(P ) ≤ f(Q). It is called subadditive if, for all posets P and Q,

f(P ×Q) ≤ f(P ) + f(Q). Dimension, local dimension, and t�dimension are all

monotone and subadditive; see [43], [32], and [55], respectively, for the proofs. We

will now show that this is true for local t�dimension as well.

To prove monotonicity, let R be a local t�realiser of Q and P a suborder of Q.

Since R |P= {f |P : f ∈ R} is a local t�realiser of P whose maximum multiplicity is

at most that of R, ldimt (P ) ≤ ldimt (Q).

For subadditivity, let P and Q be posets and let R and S be local t�realisers of

P and Q respectively. Let T = {f ◦ πP : f ∈ R} ∪ {f ◦ πQ : f ∈ S}, where πP and

πQ are the projection maps from P ×Q onto P and Q respectively. Then T is a
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local t�realiser of P ×Q and, for every (x, y), µT (x, y) = µR(x) + µS(y).

5.2 Bounds on local t�dimension

Recall that dimt (P ) is equal to the smallest cardinal d such that P embeds into

td as a suborder. We therefore have the trivial bound dimt (P ) ≥ logt |P | due to the

pigeonhole principle. Our �rst theorem shows that the same bound holds for local

t�dimension. The argument we use is similar to the one used in the proofs of

Theorems 6 and 7 in Part I, Chapter 2.

Theorem 73. For every poset P with cardinality n, ldimt (P ) ≥ logt n.

Proof. Let P be a poset of cardinality n and let R be a local t�realiser of P . For

each pair of distinct elements x, y ∈ P , either x 6≥ y or y 6≥ x. Either way, there is a

partial function f ∈ R such that f(x) 6= f(y). For each f ∈ R, let Gf be a graph

with vertex set dom(f) and edge set {xy : f(x) 6= f(y)}. Clearly each Gf is a

complete t-partite graph, and the set {Gf : f ∈ R} is an edge cover of Kn.

Now, for each f ∈ R, let Uf be one of the t classes of Gf , chosen independently

and uniformly at random, and let U be the intersection of all the Uf 's. For each

edge xy of Kn, there is an f ∈ R such that x and y are in di�erent classes of Gf , so

x and y cannot both be in Uf . Therefore U is an independent set and so has at

most one element. Now, for each x ∈ P , the probability that x ∈ U is t−µR(x), so

E[|U |] =
∑
x∈P

t−µR(x) ≤ 1. Now let µ = 1
n

∑
x∈P

µR(x) (i.e., the average multiplicity of

R). By convexity, nt−µ ≤
∑
x∈P

t−µR(x) ≤ 1, and hence µ ≥ logt n.

Note that the case t = 2 was proved by Hansel [27]; see also Bollobás and

Scott [8].

This bound is clearly sharp, as tn has cardinality tn and local t�dimension at

most (and hence exactly) n. Hiraguchi [29] proved that a poset of dimension n ≥ 3

has cardinality at least 2n− 1, which implies inequality 5.3.
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The next proposition shows that chains also have the smallest local t�dimension

possible given their cardinality. This contrasts with t�dimension; it's a simple

exercise to prove that dimt (n) =
⌈
n−1
t−1

⌉
.

Proposition 74. For all n ∈ N, ldimt (n) = dlogt ne.

Proof. Obviously, ldimt (1) = 0. Now let R be a local t�realiser of n. We construct

a local t�realiser of tn splitting tn into t equal segments and taking a copy of R

covering each segment, as well as a total function from tn to t that sends the ith

segment to i, for each i ∈ t. This shows that ldimt (tn) ≤ ldimt (n) + 1, and hence

by induction ldimt (n) ≤ dlogt ne for all n. The matching lower bound follows from

Theorem 73.

Corollary 75. For every poset P with cardinality n and every integer t ≥ 2,

ldimt (P ) ≤ dlogt ne ldim (P ) .

For every poset P and every pair of integers t ≥ s ≥ 2,

ldimt (P ) ≤ dlogt se ldims (P ) .

For antichains, a similar argument shows that ldimt (An) ≤ 2dlogt ne. In the

case t = 2, we can do better. It follows from Sperner's theorem that

ldim2 (An) ≤ dim2 (An) = min

{
m :

(
m

bm/2c

)
≥ n

}
. (5.4)

The corresponding upper bound follows from a theorem of Bollobás and Scott [8].
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Proposition 76. For all n ∈ N,

ldim2 (An) ≥ min

{
m :

(
m+ 1

b(m+ 1)/2c

)
≥ n+ 1

}
.

Proof. A local 2�realiser of An is a set R of partial functions from [n] to {0, 1} such

that, for every ordered pair (x, y) ∈ [n]2 with x 6= y, there is an f ∈ R such that

f(x) = 0 and f(y) = 1. Such a set is also known as a strongly separating system on

[n]. Bollobás and Scott [8] proved that, for every strongly separating system R on

[n], the sum of the cardinalities of the domains of the functions in R is at least kn,

where k is the smallest integer such that

(
k + 1

b(k + 1)/2c

)
≥ n+ 1. (5.5)

It follows that there exists an element of An whose multiplicity in R is at least k.

Using Stirling's inequality to estimate the upper and lower bounds, as we did in

Chapter 3, it follows that ldim2 (An) = log n+ 1
2

log log n+O(1). Using more precise

estimates, one can show that the O(1) term is at most 2.

5.3 Local 2�dimension and complete bipartite edge-coverings of graphs

Let P be a two-level poset with minimal elements A and maximal elements B,

with A and B disjoint. The bipartite imcomparability graph of P is the graph with

vertex set A ∪B and edge set {ab : a ∈ A, b ∈ B, a 6< b}.

In [32], Kim, Martin, Masa°ík, Shull, Smith, Uzzell, and Wang showed that the

local dimension of a two-level poset P is essentially the same (up to an additive

constant) as the local di�erence graph covering number of the bipartite

incomparability graph of P . In this section, we will show that local 2�dimension has

a similar connection with the local complete bipartite covering number.
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Note that a random bipartite graph with classes of cardinality n has local

complete bipartite covering number Ω(n/ log n) with high probability, so in the

following theorem, log |A| is typically much smaller than lbc (G).

Theorem 77. Let P be a two-level poset P with minimal elements A and maximal

elements B, and let G be the bipartite incomparability graph of P . Assume without

loss of generality that |A| ≥ |B|. Then

lbc (G) ≤ ldim2 (P ) ≤ lbc (G) + log |A|+ 1
2

log log |A|+ 3.

Proof. First we show that lbc (G) ≤ ldim2 (P ). To this end, let R be a local

2�realiser of P . For each partial function f ∈ R, let Bf be the complete bipartite

graph with classes f−1(1) ∩ A and f−1(0) ∩B. Let C = {Bf : f ∈ R}. Now C is a

complete bipartite edge-covering of G, and, for each v ∈ P , µC(v) = µR(v).

Now we show that ldim2 (P ) ≤ lbc (G) + log |A|+ 1
2

log log |A|+ 3. Let C be a

complete bipartite edge-covering of G. For each B ∈ C, de�ne a partial function fB

with domain V (B) by fB(a) = 1 if a ∈ A and f(b) = 0 if b ∈ B. Each such partial

function is monotone and, for each a ∈ A, b ∈ B with a and b incomparable, there is

a B ∈ C such that fB(b) < fB(a). Now de�ne a function f with domain P by

f(a) = 0 if a ∈ A, f(b) = 1 if b ∈ B. Finally, let R and S be local 2�realisers of the

antichains A and B respectively. The set T = {Bf : B ∈ C} ∪R ∪ S ∪ {f} is a local

2�realiser of P . For each a ∈ A, µT (a) = µC(a) + µR(a) + 1 and, for each b ∈ B,

µT (b) = µC(b) + µS(b) + 1. As we saw in the previous section, R and S can be

chosen so that each element has multiplicity at most

min
{
m :

(
m
bm/2c

)
≥ |A|

}
≤ log |A|+ 1

2
log log |A|+ 2. (5.6)
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Corollary 78. Let Sn be the standard example of a poset of dimension n, namely

the suborder of the n�dimensional Boolean lattice consisting of all subsets of [n] of

cardinality 1 and all subsets of cardinality n− 1. For all n ≥ 2,

ldim2 (Sn) ≤ log n+ 1
2

log log n+ 4.

Proof. This follows from Theorem 77 and the fact that the bipartite incomparability

graph of Sn is a matching.

The split of a poset P , �rst de�ned by Kimble (see [55]), is de�ned as the

two-level poset Q with minimal elements P ′ = {x′ : x ∈ P} and maximal elements

P ′′ = {x′′ : x ∈ P}, where x′ ≤ y′ if and only if x ≤ y in P .

The following lemma is analogous to a lemma proved for local dimension by

Barrera-Cruz, Prag, Smith, Taylor, and Trotter in [2].

Lemma 79. Let P be a poset with n elements and let Q be the split of P . Then

ldim2 (Q)− log n− 1
2

log log n− 3 ≤ ldim2 (P ) ≤ 2 ldim2 (Q)− 2.

Proof. Let R be a local 2�realiser of P . For each partial function f ∈ R, de�ne a

partial function f ′ with domain {x′ : f(x) = 1} ∪ {x′′ : f(x) = 0}, sending each x′

and each x′′ to f(x). Let S and T be local 2�realisers of the antichains P ′ and P ′′,

and let g be the total function that maps P ′ to 0 and P ′′ to 1. The union

{f ′ : f ∈ R}∪ S ∪ T ∪ {g} is a local 2�realiser of Q, and R, S, and T can be chosen

so that each element of Q has multiplicity at most ldim2 (P ) + ldim2 (An) + 1.

Therefore, ldim2 (Q) ≤ ldim2 (P ) + ldim2 (An) + 1.

Now let R be a local 2�realiser of Q. For each f ∈ R, we de�ne a partial

function f ′ with domain {x ∈ P : f(x′) = 1 or f(x′′) = 0}, mapping x to 1 if

f(x′) = 1 and 0 if f(x′′) = 0. Because each f is monotone and x′ < x′′ for all x ∈ P ,
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only one of these cases can be true for each x ∈ dom(f ′). It is easy to check that f ′

is monotone (there are four cases to consider). For each x and y in P with x 6≥ y,

x′′ 6≥ y′, so there is an f ∈ R such that f(x′′) = 0 and f(y′) = 1, and hence

f ′(x) < f ′(y). Therefore S = {f ′ : f ∈ R} is a local 2�realiser of P . For each x ∈ P ,

there is a g ∈ R such that g(x′) = 0 and f(x′′) = 1, so x 6∈ dom(g′). It follows that

µS(x) ≤ (µR(x′)− 1) + (µR(x′′)− 1), and hence ldim2 (P ) ≤ 2 ldim2 (Q)− 2.

Recall the de�nition of a di�erence graph from Chapter 3, and in particular the

di�erence graphs Hn. For any n ∈ N, Hn is the bipartite incomparability graph of

the split of n. A di�erence graph with n steps is a graph that can be obtained from

Hn by a sequence of vertex duplications. As we saw in Chapter 3, every di�erence

graph can be obtained in this way for some n.

In Chapter 3, we proved that a di�erence graph with n steps has local complete

bipartite covering number equal to

min
{
k :
(

2k
k

)
≥ n+ 1

}
= 1

2
log n+ 1

4
log log n+O(1). (5.7)

This implies a version of Corollary 75 for graphs, namely, for every graph G on n

vertices,

lbc (G) ≤ lbc
(
Hdn/2e

)
ldc (G) ≤

(
1
2

log n+ 1
4

log log n+ 3
2

)
ldc (G) . (5.8)

The Erd®s-Pyber theorem [19] states that, for every graph G with n vertices,

lbc (G) = O
(

n
logn

)
. Csirmaz, Ligeti, and Tardos [13] showed that

lbc (G) ≤ (1 + o(1)) n
logn

. We can use this to bound the local 2�dimension of any

poset from above.
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Theorem 80. For every poset P with cardinality n,

ldim2 (P ) ≤ (4 + o(1))
n

log n
.

Proof. Let Q be the split of P and let G be the bipartite incomparability graph of

Q. By Lemma 79 and Theorem 77, ldim2 (P ) ≤ 2 ldim2 (Q) ≤ 2 lbc (G) +O(log n).

Since |G| = 2n, lbc (G) ≤ (2 + o(1)) n
logn

.

Kim et al. [32] proved that, as n→∞, there exist n-element posets with local

dimension Ω
(

n
logn

)
. Of course the same is true for local t�dimension for every t. In

Chapter 4, we improved this lower bound by a constant factor, showing that there

exists an n-element poset with local dimension (and hence local t�dimension for

every t) at least n
4 log 3n

for all n ≥ 2.

By a theorem of Kierstead [31], for all integers `, k, and n with 1 ≤ ` ≤ k ≤ n,

ldim2

(
Qn`,k

)
≤ dim2

(
Qn`,k

)
≤ dim2

(
Qn1,k

)
≤ de(k + 1)2 lnne. By Theorem 73, this

bound is the best possible up to a constant factor when k is constant. Kierstead's

argument can also be used to show that ldim2

(
Qn1,2

)
≤ dim2

(
Qn1,2

)
≤ d3 log27/23 ne

(see also Theorem 54 in Chapter 3).

5.4 Fractional t�dimension and local t�dimension

Each of the poset parameters we have discussed can be described as the optimal

solution to a certain integer program. In this section, we consider the linear

programming relaxations of these programs, whose solutions are called the

fractional variants of the original parameters.

A fractional local realiser of a poset P is a function w that assigns a

nonnegative weight to each monotone partial function from P to a chain C in such a

way that, for every pair x 6≥ y,
∑
{w(f) : f(x) < f(y)} ≥ 1. A fractional realiser is

a fractional local realiser that assigns positive weight only to total functions, and a
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fractional local t�realiser is a fractional local realiser where the chain C has t

elements. The fractional (local) (t)-dimension of a poset P is the minimum over all

fractional (local) (t)-realisers w of max

{ ∑
x∈dom(f)

w(f) : x ∈ P

}
. Following Biró,

Hamburger, and Pór [4], we denote the fractional variant of a parameter by adding

a superscript ? to the corresponding integer parameter. Fractional dimension was

introduced and studied by Brightwell and Scheinerman [11] and fractional local

dimension by Smith and Trotter [49], but, as far as we know, fractional t�dimension

and fractional local t�dimension have never been studied.

Like the corresponding integer parameters, these fractional parameters are

easily shown to be subadditive and monotonic. Also, all of the inequalities that hold

for the integer parameters hold for the fractional variants as well.

It is trivial to show that ldim?
t (An) ≤ dim?

t (An) ≤ 2t
t−1

for all n and all t � just

take w to be the constant function 2t
t−1
· t−n � so fractional (local) t�dimension

cannot be bounded below by a function of cardinality.

We can determine the fractional t�dimension of a chain exactly.

Theorem 81. For all integers n ≥ t ≥ 2, dim?
t (n) = n−1

t−1
.

Proof. Let w be a fractional t�realiser of n. For each x and y in n such that y

covers x, w must assign total weight at least 1 to the set of monotone functions f

such that f(x) < f(y). Conversely, each such f separates at most t− 1 covering

relations. Since n has n− 1 covering relations, we have

∑
f :n→t

f monotone

(t− 1)w(f) ≥
∑
f :n→t

f monotone

∑
x,y∈n

y covers x
f(x)<f(y)

w(f) =

∑
x,y∈n
y covers

∑
f :n→t

f monotonex
f(x)<f(y)

w(f) ≥ n− 1.
(5.9)

It follows that dim?
t (n) ≥ n−1

t−1
.
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To show that dim?
t (n) ≤ n−1

t−1
when n > t (the case n = t is trivial), we will

de�ne a set F of montone functions from n to t such that |F | = n− 1 and, for every

pair x, y ∈ n such that y covers x, there are exactly t− 1 functions f ∈ F such that

f(x) < f(y). Then the function w that assigns weight t− 1 to each element of F

and weight 0 to each monotone function not in F is a fractional t�realiser of n with

total weight n−1
t−1

.

Let F be the set of all monotone functions f from n to t with the following

properties:

1. f is surjective;

2. for each x ∈ t that is not the top or bottom element, |f−1{x}| ≤ 2;

3. for all x < y < z ∈ t, if |f−1(x)| ≥ 2 and |f−1(z)| ≥ 2, then |f−1(y)| ≥ 2.

For example, when n = 9 and t = 4, F consists of the following functions (where the

�rst block is mapped to 1, the second to 2, and so on):

123456 7 8 9

12345 67 8 9

1234 56 78 9

123 45 67 89

12 34 56 789

1 23 45 6789

1 2 34 56789

1 2 3 456789,
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and, when n = 7 and t = 5, F consists of these functions:

123 4 5 6 7

12 34 5 6 7

1 23 45 6 7

1 2 34 56 7

1 2 3 45 67

1 2 3 4 567.

Now we will show that F has the desired properties. First, denote the bottom and

top elements of t by α and ω respectively, and de�ne Af = |f−1{α}| and

Ωf = |f−1{ω}|. If n ≥ 2t− 1, then there are n− 2t+ 1 di�erent functions f ∈ F

such that Af ≥ 2 and Ωf ≥ 2, t− 1 functions f ∈ F such that Ωf = 1, and t− 1

functions f ∈ F such that Af = 1, so |F | = n− 1. Otherwise, n ≤ 2t− 2. In this

case, the number of functions f ∈ F such that Af = Ωf = 1 is 2t− n− 1, the

number of f ∈ F such that Af ≥ 2 is n− t, and the number of f ∈ F such that

Ωf ≥ 2 is n− t, so |F | = n− 1.

Now label n = {x1, x2, . . . , xn} and t = {y1, y2, . . . , yt} in order. For each

i ∈ [n− 1], we must show that there are t− 1 functions f ∈ F that separate xi and

xi+1. This is the same as showing that there are n− t functions f ∈ F such that

f(xi) = f(xi+1). For each i ∈ [n− 1] and each j ∈ [t], let Fi,j be the number of

functions f ∈ F such that f(xi) = f(xi+1) = yj. First, observe that

Fi,1 =


n− t+ 1− i if i ≤ n− t,

0 otherwise,

(5.10)
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and that

Fi,t =


i− t+ 1 if i ≥ t,

0 otherwise.

(5.11)

For 2 ≤ j ≤ t− 1, it's easy to see that, if there is an f ∈ F such that

f(xi) = f(xi+1) = yj, then it is unique. Therefore Fi,j is either 1 or 0, and

Fi,j =


1 if j ≤ i ≤ n− t+ j − 1,

0 otherwise.

(5.12)

Finally, for each i ∈ [n− 1], the number of functions f ∈ F such that

f(xi) = f(xi+1) is equal to
t∑

j=1

Fi,j. To compute this sum, we need to consider four

cases. If t ≤ i ≤ n− t, then

t∑
j=1

Fi,j = n− 2t+ 2 + |{j : 2 ≤ j ≤ t− 1, Fi,j = 1}| =

n− 2t+ 2 + (t− 2) = n− t.

(5.13)

If i ≤ n− t and i ≤ t− 1, then

t∑
j=1

Fi,j = n− t+ 1− i+ |{j : 2 ≤ j ≤ t− 1, Fi,j = 1}| =

n− t+ 1− i+ (i− 1) = n− t.

(5.14)

If i ≥ n− t+ 1 and i ≥ t, then

t∑
j=1

Fi,j = n− t+ 1− i+ |{j : 2 ≤ j ≤ t− 1, Fi,j = 1}| =

i− t+ 1 + (n− i− 1) = n− t.

(5.15)
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If n− t+ 1 ≤ i ≤ t− 1, then

t∑
j=1

Fi,j = |{j : 2 ≤ j ≤ t− 1, Fi,j = 1}| = i− (i− n+ t+ 1) + 1 = n− t. (5.16)

In all four cases, |{f ∈ F : f(xi) = f(xi+1)}| = n− t, so there are t− 1 functions in

F that separate xi from xi+1.

We now de�ne a concept that will be useful in proving lower bounds on

fractional local t�dimension. Given a poset P and integer t ≥ 2, a fractional local

t�antirealiser of P is an ordered pair of functions (I,D), where

I : {(x, y) ∈ P 2 : x 6≥ y} → [0, 1] and D : P → [0, 1], such that
∑
x∈P

D(x) = 1 and, for

each monotone partial function f : P → t,

∑
f(x)<f(y)

I(x, y) ≤
∑

x∈dom f

D(x). (5.17)

A fractional local t�antirealiser can be thought of an an obstacle to constructing a

fractional local t�realiser with small local weight at every point. It can be shown

using the strong linear programming duality theorem that ldim?
t (P ) is equal to the

maximum of
∑
x 6≥y

I(x, y) over all fractional local t�antirealisers (I,D) of P .

Other types of fractional antirealisers can be de�ned in a similar way; for

example, we can de�ne a fractional t�antirealiser of P as a function

I : {(x, y) ∈ P 2 : x 6≥ y} → [0, 1] such that
∑

f(x)<f(y)

I(x, y) ≤ 1 for all monotone total

functions f : P → t. The fractional t�dimension of P is then equal to the maximum

of
∑
x 6≥y

I(x, y) over all t�antirealisers I of P . In fact, we have already used fractional

t�antirealisers implicitly in the proof of the lower bound in Theorem 81.

Proposition 82. For all t ≥ 2, dim?
t (An) = 2t

t−1
− o(1) as n→∞, and the same is

true of ldim?
t (An).

Proof. As mentioned earlier, the upper bound dim?
t (An) ≤ 2t

t−1
is trivial. In fact, we
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need only assign positive weight to nonconstant functions, so

dim?
t (An) ≤ 2t

t− 1
· t−n(tn − t) =

2t

t− 1

(
1− t1−n

)
. (5.18)

Let D(x) = 1
n
for all x ∈ An and let I(x, y) = 2t

(t−1)n2 for all x 6= y. Suppose f is

a partial function from An to t whose domain has k elements. Then f separates at

most t−1
2t
k2 ordered pairs (i.e., the number of edges in a t-partite Turán graph on k

vertices), so ∑
f(x)<f(y)

I(x, y) ≤ t− 1

2t
k2 · 2t

(t− 1)n2
=
k2

n2
≤ k

n
. (5.19)

Therefore (I,D) is a fractional local t�antirealiser of An, so

ldim?
t (An) ≥ 2t

t− 1

(
1− 1

n

)
. (5.20)

5.4.1 Fractional local t-dimension of chains

Unlike the other dimension variants, determining the fractional local

t�dimension of a chain is not trivial, and in general we are unable to determine the

exact value of ldim?
t (n). An argument similar to the proof of Proposition 74 shows

that, for all integers t ≥ 2 and n ∈ N, ldim?
t (tn) ≤ ldim?

t (n) + 1. Therefore an

improvement over the trivial bound ldim?
t (n) ≤ dlogt ne for any chain automatically

yields an improvement (by an additive constant) for all chains.

The smallest n such that ldim?
2 (n) < ldim2 (n) is 5. Indeed, the fractional local

2�antirealiser shown in Figure 5.1 shows that ldim?
2 (3) is at least 2, and by the

trivial bound ldim?
2 (3) ≤ ldim2 (3) = 2, it is exactly 2. By monotonicity, the same is

true for ldim?
2 (4). The fractional local 2�antirealiser in Figure 5.2 shows that

ldim?
2 (5) ≥ 5

2
.

122



1 1

1

Figure 5.1: A fractional local 2�antirealiser of 3.
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Figure 5.2: A fractional local 2�antirealiser of 5.

The following fractional local 2�realiser covers each point with total weight at most

5
2
, showing that ldim?

2 (5) = 5
2
. We denote by w(ab . . . c xy . . . z) the weight of the

partial monotone function that sends a, b, . . . c to 1 and x, y, . . . z to 2.

w(123 45) = 1
2

w(12 345) = 1
2

w(12 3) = 1
2

w(3 45) = 1
2

w(1 2) = 1

w(4 5) = 1.

It follows that ldim?
2 (n) ≤ dlog n

5
e+ 5

2
for all n ∈ N.

To �nd lower bounds on the fractional local t�dimension of chains, we

reformulate the problem as follows. Suppose n ∈ N, and consider the complete

graph Kn with vertex set [n]. Given a natural number t ≥ 2, an ordered t-partite

graph is a complete t-partite subgraph of Kn whose parts can be ordered so that

every element of the �rst part is less than every element of the second part, every

element of the second is less than every element of the third, and so on. Then

123



ldim?
t (n) is equal to the maximum value of

∑
e∈[n](2)

I(e) over all pairs of functions

D : [n]→ [0, 1] and I : [n](2) → [0, 1] such that
∑
v∈[n]

D(v) = 1 and, for every ordered

t-partite graph G,
∑

e∈E(G)

I(e) ≤
∑

v∈V (G)

D(v).

Given an edge in xy ∈ E(Kn), the length of xy, denoted length(xy), is |x− y|.

For each ` ∈ [n− 1], Kn contains n− ` edges of length `. An ordered t-partite graph

contains at most (t− 1)` edges of length `.

We will prove a lower bound on the fractional local t-dimension of chains using

the following observation by Hunter Spink [52]. Let f : [n− 1]→ R be a monotone

decreasing function and let B be an ordered t-partite graph with k vertices. We

claim that
∑

e∈E(B)

f(length(e)) is maximised when B is compressed (i.e., the vertex

set of B is a contiguous subset of [n]) and B is a Turán graph. To prove the �rst

claim, take the largest contiguous set of vertices in B containing the leftmost vertex,

and move all the vertices in this set one step to the right. Observe that this does

not increase the length of any edge in B. Repeat this process until B is compressed.

For the second claim, assume B is compressed. Label the parts of B B1, B2, . . . , Bt

in order and suppose that |Bi| > |Bi+1|. Let v be the last vertex of Bi. If we move v

to Bi+1, we lose an edge of length ` for each ` ∈
[
|Bi+1|

]
and gain an edge of length

k for each i ∈ [
∣∣Bi‖ − 1

]
. Since

[
|Bi| − 1

]
⊆
[
|Bi+1|

]
,
∑

e∈E(B)

f(length(e)) does not

increase, and, by repeating this process, we can transform B into a Turán graph.

Before proving the theorem, we need to introduce some notation. Given an

integer a ≥ 0, the ath harmonic number, denoted Ha, is equal to
a∑
k=1

1
k
. For all

a ∈ N, Ha ≥ ln a+ γ, where γ is Euler's constant. If 1 ≤ a ≤ b, then

Hb −Ha =
b∑

k=a+1

1

k
=

∫ b

a

dx

dxe
≤
∫ b

a

dx

x
= ln b− ln a. (5.21)
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Theorem 83. For every integer t ≥ 2,

ldim?
t (n) ≥ log√e·t n−Ot(1)

as n→∞.

Proof. Let D(v) = 1
n
for each v ∈ [n]. For each edge e ∈ E(Kn), let

I(e) = 2
(2 ln t+1)n

· 1
length(e)

.

Suppose B is an ordered t-partite subgraph of Kn with k vertices. We want to

show that
∑

e∈E(B)

I(e) ≤
∑

v∈V (B)

D(v). By the above observation and the fact that∑
v∈V (B)

D(v) depends only on k, we may assume that B is a compressed Turán graph.

Write k = tq + r, where q and r are integers and 0 ≤ r ≤ t− 1. For each natural

number `, the number of edges of length ` in E(B) is equal to the number of edges

of length ` in a compressed Kk, minus the number of edges of length ` in t− r

compressed copies of Kq and r compressed copies of Kq+1. For 1 ≤ ` ≤ q − 1, the

number of edges of length ` is therefore

tq + r − `− (t− r)(q − `)− r(q + 1− `) = (t− 1)`. (5.22)

The number of edges of length q is

tq + r − q − r = (t− 1)q. (5.23)

For q + 1 ≤ ` ≤ k, the number of edges of length ` is

tq + r − `. (5.24)

125



Now let c = 2
(2 ln t+1)n

. It follows from equations 5.22, 5.23, and 5.24 that

∑
e∈E(B)

I(e) = c

q∑
`=1

(t− 1)`

`
+ c

k∑
`=q+1

tq + r − `
`

=

c
(
(t− 1)q + k(Hk −Hq)− (tq + r − q)

)
=

c
(
k(Hk −Hq)− r

)
.

(5.25)

If q ≥ 1, then, by inequality 5.21,

c
(
k(Hk −Hq)− r

)
≤ c

(
k ln

tq + r

q
− r
)
≤

c

(
k ln t+ k

r

tq
− r
)

= c

(
k ln t+

r2

tq

)
,

(5.26)

and, since k > 2r,

c

(
k ln t+

r2

tq

)
< c

(
k ln t+

r

q

)
≤ c (k ln t+ r) <

c

(
k ln t+

k

2

)
≤ ck

(
ln t+

1

2

)
=
k

n
.

(5.27)

If q = 0, then k = r ≤ t− 1 and Hq = 0, so

c
(
k(Hk −Hq)− r

)
= c
(
k(Hk − 1)

)
≤ ck ln k < ck ln t ≤ k

n
. (5.28)

In both cases,
∑

e∈E(B)

I(e) ≤ k
n

=
∑

v∈V (B)

D(v). Therefore,

ldim?
t (n) ≥

∑
e∈[n](2)

I(e) = c

n∑
`=1

n− `
`

=

cn(Hn − 1) ≥ 2

2 ln t+ 1
(lnn+ γ − 1) =

log√e·t n−
2− 2γ

2 ln t+ 1
.

(5.29)
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5.4.2 Suborders of the hypercube and posets of bounded degree

In this subsection, we consider the fractional t-dimension of two-layer suborders

of the hypercube.

Brightwell and Scheinerman [11] proved that, for all n ∈ N and 2 ≤ k ≤ n− 1,

dim?
(
Qn1,k

)
= k + 1. Smith and Trotter [49] determined the exact value of

lim
n→∞

ldim?
(
Qn1,k

)
for all k, and showed that it is equal to k

ln k−ln ln k−o(1)
as k →∞.

The following theorem shows that Brightwell and Sheinerman's result is within

a constant factor of the correct value for fractional t�dimension.

Theorem 84. For every integer k ≥ 1, as n→∞,

dim?
2

(
Qn1,k

)
→
(
1− 1

k+1

)−k · (k + 1) ≤ e(k + 1).

Proof. Every function f from [n] to 2 can be extended to a monotone function

f ′ : Qn1,k → 2, where f ′(A) = max{f(a) : a ∈ A}. Assume n is a multiple of k + 1

and write ` = k + 1, m = n
`
. De�ne a function w that assigns weight

(
`(m−1)
m−1

)−1
to

every function f ′, where f : [n]→ 2 and |f−1{1}| = k
k+1

n, and weight 0 to every

other monotone function. For every pair (A, x) where A ∈ [n](k) and x ∈ [n] \ A,

there are
(
`(m−1)
m−1

)
functions f : [n]→ 2 such that f ′(A) < f ′{x}, so the total weight

of all such functions is 1. It's easy to check that all other non-relations are covered

with total weight at least 1. Now the total number of monotone functions with

positive weight is
(
`m
m

)
, so the total weight of all these functions is

(
`m

m

)(
`(m− 1)

m− 1

)−1

=
(`m)!

m!((`− 1)m)!
· (m− 1)!((`− 1)(m− 1))!

(`(m− 1))!
=

` · (`m− 1) · (`m− 2) · · · · · (`(m− 1) + 1)

((`− 1)m) · ((`− 1)m− 1) · · · · · ((`− 1)(m− 1) + 1)
≤

`

(
`m

(`− 1)(m− 1)

)`−1

,

(5.30)
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which goes to ` ·
(

`
`−1

)`−1
= ` ·

(
1− 1

`

)1−` ≤ e` as m→∞. Because

dim?
2

(
Qn1,k

)
= dim?

2

(
Q`m1,`−1

)
is monotone increasing in m, we have

dim?
2

(
Qn1,`−1

)
≤ ` ·

(
1− 1

`

)1−`
for all n.

Now, for the lower bound, we will construct a fractional 2-antirealiser of Qn1,k.

As before, let ` = k + 1 and assume n = `m, where m is an integer. For every pair

(A, x) with A ∈ [n](k) and x ∈ [n] \ A, let I(A, x) = k!
m(km)k

. Now suppose f is a

montone function from Qn1,k to 2, and de�ne a function g : [n]→ 2, where

g(x) = f{x}. Now, if given A ∈ [n](k) and x ∈ [n] \ A, if f(A) < f{x}, then

g′(A) < f{x}. We may therefore assume that f = g′ without reducing the number

of separated pairs. Now let p be the number of elements x ∈ [n] such that g(x) = 2.

The number of pairs (A, x) separated by g′ is p ·
(
n−p
k

)
≤ 1

k!
p(n− p)k, and the right

side of this inequality is maximised when p = n
k+1

= m. Hence every monotone

function separates at most 1
k!
m(km)k pairs, so the sum of I(A, x) over all such pairs

is at most 1. Therefore I is a fractional 2-antirealiser of Qn1,k, so

dim?
2

(
Qn1,k

)
≥ `

(
`m

`

)
· (`− 1)!

m
(
(`− 1)m

)`−1
=

(`m)` −O(m`−1)

m
(
(`− 1)m

)`−1
= ` ·

(
`

`− 1

)`−1

−O
(

1
m

)
=

(
1− 1

k+1

)−k · (k + 1)−O
(

1
n

)
.

(5.31)

Recall that the outdegree of an element x of a poset P is the number of elements

of P that are strictly greater than x. Using Theorem 84, we can bound the

fractional 2-dimension of any poset by a function of its maximum outdegree. We

�rst need the following lemma.

Lemma 85. Let P be a poset and let Q be the split of P . Then

dim?
2 (P ) ≤ dim?

2 (Q).
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Proof. Let w be a fractional 2-realiser of Q. For each monotone f : Q→ 2, de�ne a

function f ′ : P → 2, where f ′(x) = max {f(y′) : y ≤ x}. It's clear that f ′ is

monotone. Now, for each monotone g : P → 2, let w′(g) = w(f) if g = f ′ for some

monotone f : Q→ 2 and w′(g) = 0 otherwise. Suppose a 6≥P b. Then a′′ 6≥Q b′, so

the total w-weight of all montone functions f such that f(a′′) = 0 and f(b′) = 1 is

at least 1. For each such f , f ′(c′) = 0 for all c ≤ a, so f ′(a) = 0, and f ′(b) = 1.

Hence the pair (a, b) is separated with total weight at least 1, so w′ is a fractional

2-realiser of P with the same total weight as w.

Corollary 86. Let P be a poset with maximum outdegree υ. Then

dim?
2 (P ) ≤ e(υ + 2).

Proof. Let Q be the split of P . By Lemma 85, dim?
2 (P ) ≤ dim?

2 (Q). Since Q has

maximum outdegree υ + 1, its dual can be embedded into Qn1,υ+1 for some large n.

Therefore, by Theorem 84, dim?
2 (Q) ≤ e(υ + 2).

5.5 Open problems

By Theorem 73 and Kierstead's theorem, we know that, for �xed ` < k,

ldimt

(
Qn`,k

)
= Θt,`,k(log n) as n→∞. However, the constant factors on the upper

and lower bounds are very far apart, and we would like to know if they can be

improved.

Question 11. Given 1 ≤ ` < k ≤ n and t ≥ 2, what is ldimt

(
Qn`,k

)
? In particular,

what is ldim2

(
Qn1,2

)
?

The local dimension of Qn is still unknown. The best known lower bound is

Ω
(

n
logn

)
, but the only known upper bound is n. Maybe studying the local

t�dimension of Qn will help solve this problem.

Question 12. What is ldimt (Qn) for t ≥ 3? Is it ever strictly less than n? In

general, what is ldimt (sn) when t > s?
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The maximum local t�dimension of an n-element poset is Θ
(

n
logn

)
, with upper

and lower bounds that do not depend on t. This leads to the next question.

Question 13. What is the maximum local t�dimension of an n-element poset?

Does it depend on t?

Of course, all of the natural questions asked of the other parameters (e.g., the

maximum and minimum value for n-element posets, the value for the Boolean

lattice and for its two-layer suborders, etc.) can be asked of fractional t�dimension

and fractional local t�dimension as well.

It follows from Theorem 81 that, for every integer t ≥ 2 and every n ∈ N,

dim?
t (n) = ddim?

t (n)e. This motivates the following problem.

Problem 14. Characterise the posets P for which dimt (P ) = ddim?
t (P )e.

Proposition 74 and Theorem 83 together imply that ldim?
t (n) = Θt(log n) as

n→∞, for every �xed t ≥ 2. However, we do not have a formula for the exact

fractional local t-dimension of a chain.

Problem 15. What is the exact value of ldim?
t (n), for all integers n ≥ t ≥ 2?

By an argument similar to the proof of Inequality 4.4 in Proposition 58 of

Chapter 4, for any t ≥ 2 and all m,n ∈ N, ldim?
t (mn) ≤ ldim?

t (m) + ldim?
t (n). It

follows that, if ldim?
t (m) < logtm for any m, then we can improve the trivial upper

bound ldim?
t (n) ≤ dlogt ne by a constant factor for all n. However, we do not know

of any examples of such m for any t.

One immediate corollary of Theorem 84 is that the functions

FDt(k) = lim
n→∞

dim?
t

(
Qn1,k

)
and FLDt(k) = lim

n→∞
ldim?

t

(
Qn1,k

)
are well-de�ned for

every integer t ≥ 2. Theorem 84 establishes the exact value of FD2(k), and shows

that it is equal to (e− o(1))(k + 1) as k →∞. Brightwell and Scheinerman's results

in [11] give a lower bound for FDt(k), and Smith and Trotter's results in [49] give a

lower bound for FLDt(k).
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Question 16. What is the exact value of FDt(k) and FLDt(k), for all integers

t ≥ 2 and k ∈ N?

Let MFDt(∆) be the supremum of dim?
t (P ) over all posets whose comparability

graphs have maximum degree ∆. Similarly, let MFLDt(∆) be the supremum of

ldim?
t (P ) over all posets whose comparability graphs have maximum degree ∆. It

follows from Corollary 86 that these functions are well-de�ned.

Question 17. What is the exact value of MFDt(∆) and MFLDt(∆), for all integers

t ≥ 2 and ∆ ∈ N?

We hope to solve these problems in the near future.
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