
University of Memphis University of Memphis 

University of Memphis Digital Commons University of Memphis Digital Commons 

Electronic Theses and Dissertations 

2019 

A mechanism design for Crowdsourcing Multi-Objective A mechanism design for Crowdsourcing Multi-Objective 

Recommendation System Recommendation System 

Eiman Aldahari 

Follow this and additional works at: https://digitalcommons.memphis.edu/etd 

Recommended Citation Recommended Citation 
Aldahari, Eiman, "A mechanism design for Crowdsourcing Multi-Objective Recommendation System" 
(2019). Electronic Theses and Dissertations. 2402. 
https://digitalcommons.memphis.edu/etd/2402 

This Dissertation is brought to you for free and open access by University of Memphis Digital Commons. It has 
been accepted for inclusion in Electronic Theses and Dissertations by an authorized administrator of University of 
Memphis Digital Commons. For more information, please contact khggerty@memphis.edu. 

https://digitalcommons.memphis.edu/
https://digitalcommons.memphis.edu/etd
https://digitalcommons.memphis.edu/etd?utm_source=digitalcommons.memphis.edu%2Fetd%2F2402&utm_medium=PDF&utm_campaign=PDFCoverPages
https://digitalcommons.memphis.edu/etd/2402?utm_source=digitalcommons.memphis.edu%2Fetd%2F2402&utm_medium=PDF&utm_campaign=PDFCoverPages
mailto:khggerty@memphis.edu


A mechanism design for Crowdsourcing
Multi-Objective Recommendation System

Eiman Aldhahri

February 13, 2019



Contents

1 Introduction 1

2 Leveraging Crowdsourcing in Cloud Application Develop-
ment 5
Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
SaaS vs Traditional Software . . . . . . . . . . . . . . . . . . . . . 8
Crowdsourcing for SaaS Development . . . . . . . . . . . . . . . . 8
Crowdsourcing Facilities . . . . . . . . . . . . . . . . . . . . . . . . 9
Challenges in Software crowdsourcing . . . . . . . . . . . . . . . . 12
Challenges as Addressed by Three Crowdsourcing Platforms . . . . 15
Benchmarking SaaS-crowdsourcing . . . . . . . . . . . . . . . . . . 15
Crowdsourcing Approaches . . . . . . . . . . . . . . . . . . . . . . 16
Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18

3 Background and Related Work 22
Recommendation System . . . . . . . . . . . . . . . . . . . . . . . 23

General Recommendation Papers . . . . . . . . . . . . . . . . 24
Crowdsourcing Recommendation Papers . . . . . . . . . . . . 35

Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45

4 Goals and Contribution 46
Goals and Contribution . . . . . . . . . . . . . . . . . . . . . . . . 46

Mechanism Design . . . . . . . . . . . . . . . . . . . . . . . . 46
Stakeholders’ Goals . . . . . . . . . . . . . . . . . . . . . . . . 47

Contribution . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48

5 Problem Formulation 49
Stakeholders Role . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49

Worker . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
Employer . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
5.0.1 Service Provider . . . . . . . . . . . . . . . . . . . . . 50

workflow . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51

i



6 Solution 52
The Recommendation Model . . . . . . . . . . . . . . . . . . . . . 52

Worker Objective . . . . . . . . . . . . . . . . . . . . . . . . . 52
Employer Objective . . . . . . . . . . . . . . . . . . . . . . . 58
Service Provider Objective . . . . . . . . . . . . . . . . . . . . 63
Discount Factor . . . . . . . . . . . . . . . . . . . . . . . . . . 63

Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64

7 Cold Start Problem 65
New Worker . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66

Overspecialized . . . . . . . . . . . . . . . . . . . . . . . . . . 66
New Employer . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
New Task . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69

8 Testing and Analysis 70
Baseline Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70
Data Set . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70
Experimental Procedure . . . . . . . . . . . . . . . . . . . . . . . . 71
Illustrated Example . . . . . . . . . . . . . . . . . . . . . . . . . . 73
Computation Complexity and Scalability . . . . . . . . . . . . . . 77
Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77

9 Future Work 78

10 Publications 80

11 Appendix 89
Appendix A: Experimental code . . . . . . . . . . . . . . . . . . . 89
Appendix B: Dataset . . . . . . . . . . . . . . . . . . . . . . . . . . 98

ii



List of Tables

2.1 Comparison of In-House, Global Distributed, Outsourcing,
Crowdsourcing Software Development . . . . . . . . . . . . . 7

2.2 Crowdsourcing Challenges as Addressed be Three Software
Crowdsourcing Platforms . . . . . . . . . . . . . . . . . . . . 20

2.3 Challenges as Applied to the Three Software Crowdsourcing
Approaches . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21

6.1 Task List . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58

7.1 Workers Rating Matrix . . . . . . . . . . . . . . . . . . . . . . 69

8.1 Characteristics of Datasets . . . . . . . . . . . . . . . . . . . 71
8.2 Posted Tasks . . . . . . . . . . . . . . . . . . . . . . . . . . . 74
8.3 Processed Data . . . . . . . . . . . . . . . . . . . . . . . . . . 74
8.4 Applicant List . . . . . . . . . . . . . . . . . . . . . . . . . . . 76
8.5 Worker Success Probability . . . . . . . . . . . . . . . . . . . 76
8.6 Applicant Success Average . . . . . . . . . . . . . . . . . . . . 76

iii



List of Figures

1.1 The four archetypes of crowdsourcing information system [32] 3

2.1 The existing approaches followed in Crowdsurcing Software . 9
2.2 A SaaS development crowdsourcing model that decomposes

a project into service . . . . . . . . . . . . . . . . . . . . . . 18

3.1 Classification Scheme . . . . . . . . . . . . . . . . . . . . . . . 23

6.1 Recommendation Model . . . . . . . . . . . . . . . . . . . . . 53
6.2 Task list . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60

8.1 Evaluating the Workers’ objectives . . . . . . . . . . . . . . . 72
8.2 Evaluating the Employers’ objectives . . . . . . . . . . . . . . 73

iv



Abstract

Crowdsourcing is an approach whereby requesters call for workers with dif-
ferent capabilities to process a task for monetary reward. The emergence of
crowdsourcing has drawn increasing attention in recent years as a revolution-
ary phenomenon. Although crowdsourcing is still considered a developing
approach, early signs expectations are promising. The advantage of crowd-
sourcing resides in its ability to facilitate access to diverse skilled workers
to process the outsourced tasks at reduced time and cost. Moreover, crowd-
sourcing helps reduce unemployment by offering on-demand employment
opportunities. With the vast amount of tasks posted every day, satisfying
the workers, requesters, and service providers who are the stakeholders of
any crowdsourcing system is critical to its success. To achieve this, the
system should address three objectives: (1) match the worker with suitable
tasks that fit the worker’s interests and skills and raise the worker’s rewards
and rating, (2) give the requester qualified solutions at lower cost and time
and raise the employer rating, and (3) raise the task acceptance rate, which
will raise the aggregated commissions accordingly. For these objectives, we
present a mechanism design capable of achieving holistic satisfaction using
a multi-objective recommendation system. The proposed model is designed
as an interactive system where every worker and employer could set the
parameters that meet their goals. In contrast, all previous crowdsourcing
recommendation systems have been designed to address one stakeholder.
Moreover, no previous crowdsourcing recommendation systems have con-
sidered the other party’s behavior to provide more qualified recommenda-
tions as we have done. Furthermore, we conducted a survey of one type of
macrotask, namely a cloud application development to emphasize the im-
portance of using crowdsourcing for macrotask. We identified its challenges
and explored the facilities that support addressing these challenges. We
also reviewed two widespread existing approaches for software development
crowdsourcing and propose a novel approach. Additionally, we evaluated
our proposed approach for its ability to address these challenges and pro-
vide future adopters with a list of attributes to assist in choosing the right
crowdsourcing service. Finally, we evaluated our model with synthesized
datasets. The experimental simulation showed the superiority of the pro-
posed model compared with two other baseline models.



Chapter 1

Introduction

In 2006, Wired Magazine introduced the term crowdsourcing as “the act of
a company or institution taking a function once performed by employees
and outsourcing it to an undefined (and generally large) network of people
in the form of an open call” [42]. Crowdsourcing is thus a process where
a crowdsourcer (i.e, requester) outsources tasks to crowdsourcees (i.e. a
large network of crowd workers) for monetary reward. The advantage of
crowdsourcing resides in the ability of the employers to access a large pool
of highly skilled workers who are able to process the outsourced tasks in a
reduced amount of time and cost compared to in-house workers [42, 11, 86].
Moreover, crowdsourcing facilitates access to a more diverse talent pool than
what might be available locally. Recently, there has been a significant trend
towards crowdsourcing systems, and several major crowdsourcing platforms
have emerged, such as ClickWorker [14], CloudCrowd [16], UpWork [84], and
the well-known Amazon Mechanical Turk [4].

Crowdsourcing systems have three stakeholders: the worker, the em-
ployer, and the service provider. The employer posts tasks to the crowd
with a deadline and monetary reward. Workers apply to tasks that could
increase their reward and rating. The service provider’s role is to offer a
recommendation list that matches workers with tasks accurately in order to
maximize the commission from accepted tasks.

Due to the large number of tasks and workers available on crowdsourc-
ing systems, finding an appropriate task (or set of appropriate tasks) and
a worker (or set of workers) is a strenuous and time-consuming process [92,
31]. What constitutes an appropriate tasks depends mainly on two factors:
interest and skills [31]. Worker interest is measured based on multidimen-
sional factors that are weighted differently for each worker, including the
monetary reward and the worker’s rating score. Moreover, selecting the
most qualified worker is also a challenge even if we consider the worker’s
rating score. This score could reflect the worker’s overall proficiency rather
than the specialized rating for each skill possessed. The aforementioned
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task-worker matching is a major factor to eliminate low-quality solutions,
which is an important problem in crowdsourcing data management [55, 26].

Another problem that could affect the stakeholders goals is if a worker
gets a list of recommended tasks and works on a large number of tasks at the
same time, which could decrease solution efficiency for some tasks. As an
alternative, part of these tasks could be assigned to less experienced workers
who have more time, which could increase the solution efficiency. In another
scenario, if we recommend tasks to the most efficient worker, the employer’s
goal will be satisfied. However, the worker may get busy processing low
monetary tasks and miss tasks offering a higher monetary reward. Therefore,
a well-structured recommendation system, which satisfies all stakeholders
and addresses the aforementioned difficulties, should be constructed. Such a
system would entail workers finding their preferred task, employers getting a
higher quality solution, and service providers increasing the task acceptance
rate to increase their platform’s income and popularity.

Crowdsourcing systems can be grouped into four archetypes based on
the platform’s main function: crowd processing, crowd rating, crowd solv-
ing, and crowd creation [Figure 1] [31]. Crowd processing systems seek
microtasks that do not require specific skills from workers. These systems
rely on an accumulated solution from independent workers and validate the
solution based on their identifications. Amazon Mechanical Turk [4] is an
example of such a processing system. Crowd rating systems seek nonspecific
skilled workers’ perspectives on a given topic and then aggregate their opin-
ions to deduce an overall rating, which is what TripAdvisor does [82]. Crowd
solving systems seek a task that requires certain skilled workers, where solu-
tions are acquired independently, as with InnoCentive [45]. Crowd creation
systems seek some defined tasks from workers who have different specific
skills, where the submitted solutions are aggregated to include the overall
task solution, as with Wikipedia [31].

Crowdsourcing systems can also be classified based on their behavior,
which can be competitive or hiring [3]. In a competitive behavior system,
any worker may contribute and process the task without permission to start
from the employer. In contrast, in hiring behavior system, employers need to
grant their permission to the worker before he/she can start processing the
task. In competitive crowdsourcing, the prize goes to one or more workers
who provide the best solution. In hiring crowdsourcing, a worker receives
the rewards for the solution based on its correctness and conformity to the
employer requirements. Moreover, tasks in crowdsourcing systems can be
classified as microtasks (e.g., labeling an image), which take several seconds,
and macrotasks (e.g., creation of an analytical paper, web design), which
take more time [55].

Various areas contribute to building recommendation systems, including
cognitive science, approximation theory, information retrieval, forecasting
theories, management science, and marketing [72].
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Figure 1.1: The four archetypes of crowdsourcing information system [32]

The first step in any recommendation system is building the user profile,
which contain user preferable features either explicitly or implicitly. Implicit
profiles are based on users’ previous behavior. User behavior can be inter-
preted as preferable features. For instance, if a user has purchased a book in
programming, we could infer that a user preferable feature is programming.
Explicit profiles are based on asking users to complete a preferable features
form. Several techniques could use this information, including a collabora-
tive filtering approach, a content-based approach, and a hybrid approach
that combines the other two approaches.

Collaborative filtering finds a group of users with similar behavior and
gives a recommendation for a user depending on the group’s previous choices.
In collaborative filtering, the item’s features and the user’s preferable at-
tributes would not be considered to make a decision on what to recommend.
It also suffers from a cold start problem, which is a new user or a new item.
On the other hand, content-based approaches focus on the user’s preferable
attributes and the item’s features and use this information to construct a
recommendation despite other users’ behavior. Content-based approaches
suffer from overspecialized, limited content analysis because the system will
not differentiate between two different items with the same features and
could choose the less efficient one. The new user problem is another issue.
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The hybrid approach has been proposed to overcome the limitations of the
other two approaches and combine them into single approach in order to
provide a more accurate recommendation.

As the majority of existing crowdsourcing research has focused on mi-
crotasks, we chose to focus on macrotasks, which are an important re-
search topic [55]. In spite of the fact that microtask crowdsourcing is more
widespread than macrotask crowdsourcing, macrotask crowdsourcing plat-
forms could be very effective if well designed and managed. Cloud applica-
tion development or SaaS development is an example of harnessing crowd-
sourcing to find solutions for macrotasks. The nature of cloud application
infrastructure, which operated by a third party in a remote data center fa-
cilitate the application development to be be outsourced [75]. This kind of
crowdsourcing platform consists of a set of internal and external develop-
ers, a set of software development tools, and collaboration tools that enable
resource sharing and automated collaboration to implement and maintain
software. This is known as the crowdsourcing ecosystem. Through such
a system, developers can collaboratively build software on top of a single
platform [12, 10]. Chapter 2 discuss this matter in detail.

We assume that every stakeholder acts selfishly in order to maximize
profit. Because of this assumption, we present a mechanism design based
on a multi-objective recommendation system to achieve holistic satisfaction
through the following: matching the worker with a suitable task that fits the
worker’s skills, increasing the worker’s rewards and rating, giving employers
better solutions at lower cost without affecting their rating, and raising the
task acceptance rate, which in turn will increase the aggregated commissions.

In Chapter 2, we survey SaaS crowdsourcing to identify its challenges and
explore the crowdsourcing facilities that support addressing these challenges.
Furthermore, we review two widespread existing approaches for software de-
velopment crowdsourcing and propose a novel approach. Additionally, we
evaluate our proposed approach for its ability to address these challenges.
Finally, we provide future adopters with a list of attributes to assist them in
choosing the proper crowdsourcing service. Chapter 3 describes the related
literature, chapter 4 describes the study’s goals and contributions, chapter
5 contains the problem formulation, chapter 6 describes the proposed rec-
ommendation model, chapter 7 describes the cold start problem, chapter 8
describes the experiment, chapter 9 proposes future research, and chapter
10 lists the publications of the researchers.
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Chapter 2

Leveraging Crowdsourcing in
Cloud Application

Development

Crowdsourcing is still considered a new, developing approach, especially for
macrotasks; however, the signs and expectations are promising. As the ma-
jority of existing crowdsourcing research has focused on microtasks, we chose
to focus on macrotasks, which are considered an important research topic
[48]. In spite of the fact that microtask crowdsourcing is more widespread,
macrotask crowdsourcing platforms could be very effective if used properly.
This study sheds light on cloud application development or SaaS develop-
ment to emphasize the importance of utilizing crowdsourcing for macrotasks.

Recruiting a workforce with sufficient experience to develop software has
consistently been a great challenge. In particular, there is an unexpectedly
high demand for workers to move organizations’ data and computation to
the cloud. However, experts in SaaS development are hard to find [54]. This
problem has led to the need to outsource tasks in software development to
experts off-site. Software crowdsourcing is an emerging approach to hire
workers from outside the organization to complete certain software devel-
opment tasks. Crowdsourcing is thus a process where a crowdsourcer (i.e,
requester) outsources tasks to crowdsourcees (i.e. a large network of crowd
workers) for monetary reward.

Ecosystems support software development crowdsourcing by providing a
unified platform that enables experts to contribute to various project tasks
(e.g, requirements, design, implementation, testing, etc.). It provides an in-
terface for interaction between crowdsourcers and crowdsourcees [10]. There
are a number of commercial ecosystem platforms, such as CloudBees [15],
which have a wide range of tools to simplify the development process. The
CloudBees ecosystems for instance, provides tools for configuration man-
agement, building, continuous integration, code analysis, documentation,
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planning, tasks, backups, and artifact management.
The usefulness of crowdsourcing goes beyond solving the problem of find-

ing the right experts for a given task. Companies are increasingly calling on
outsiders to hear different voices, eliminate expert bias, and maximize access
to a variety of solutions. In 2011, Nokia started the “Ideasproject,” an online
community created by Nokia to allow users and developers from all around
the world to brainstorm [87]. Nokia employed the idea of crowdsourcing
because they believed that user-centered innovation offers great advantages
over manufacturer-centric innovation. The Ideasproject was founded on the
philosophy of democratized innovation to enable users to create new prod-
ucts and services for themselves.

Despite the many useful crowdsourcing features currently available (e.g.
infinite pool of skilled workers, on-demand hiring, obtaining alternative so-
lutions), adopting crowdsourcing for SaaS development remains uncommon.
SaaS development still faces challenges in different levels of development
lifecycle, such as requirements, engineering, and testing [30, 48, 40, 47, 51],
which have yet to be completely addressed. Our objective is to highlight the
capability of crowdsourcing in developing effective SaaS. Hence, we pose the
following questions:

• Can crowdsourcing be utilized in SaaS development to cover the short-
age of experts and other obstacles?

• What are the challenges involved in SaaS crowdsourcing?

Motivation
This chapter is motivated by well-known approaches in software engineering
(SE) such as (1) “Global distributed software development” where software is
developed in multiple locations [38], (2) “Outsourced software development”
where work is performed by known individuals/organizations and maybe
”shipped” off-shore [70], and (3) “open-sourced software development” where
software source code is publicly available to be used, changed, and/or shared
[27]. Conducting software projects in multiple global locations or hiring
others is likely to result in benefits such as cost reduction and reduced time-
to-market [54, 72]. Therefore, these development approaches have been
increasingly utilized by the industry [36].

Table 1 illustrates a comparison between software development crowd-
sourcing and the three aforementioned software development approaches in
terms of publicity of participants, the anonymity of participants, sacrific-
ing intellectual property, location diversity, and multiplicity. These aspects
and their impacts were extensively researched and effective solutions were
proposed in the previous literature. However, Table 1 demonstrates that
crowdsourced software development shares all four aspects with the other
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three SE approaches. Thus, crowdsourcing software development tends to
be subject to all the challenges–and perhaps some additional challenges–that
may emerge due to the incorporation of two or more aspects.

Table 2.1: Comparison of In-House, Global Distributed, Outsourcing,
Crowdsourcing Software Development

Aspect / Ap-
proach In-house Global Dis. Open

sourcing Outsourcing Crowd
sourcing

Public Partic-
ipants No No Yes No Yes

Unknown
Participants No No Yes No Yes

Transfer
Intellectual
Property

No No No Yes Yes

Multiple Loca-
tions No Yes Yes Yes Yes

The literature suggests there has been a substantial work where soft-
ware manufacturers delegated to a third party to develop software fully or
partially. However, providing SaaS is becoming a trend in the software in-
dustry nowadays. Software engineers use service-oriented architecture (SoA)
to patternize applications, guide the development process, and thus develop
effective SaaS. SoA is defined as a set of architectural tenets for building au-
tonomous yet interoperable systems [46]. SoA defines eight principles that
guide its development, maintenance, and service usage: abstraction, auton-
omy, composability, discoverability, formal contract, loose coupling, reusabil-
ity, and statelessness [24]. A glance at the SoA principles reveals that SoA
principles and software crowdsourcing share some commonalities. Software
crowdsourcing can contribute to any software development phase(s) or can
be incorporated into various conventional or agile development processes.
As a result, it is favorable for the crowdsourced tasks to be abstract, loosely
coupled, and independent from the underlying infrastructure and applica-
tion logic in order to create SaaS with maximal features (e.g. reusability
and composability).

To crowdsource, a phase of the software development process is not some-
thing new. Several research papers addressed crowdsourcing requirement
engineering [41], stakeholders’ analysis [58], testing, support, and mainte-
nance [78]. Cloud-based software crowdsourcing is fairly researched too [83].
In this paper, we want to provide future adopters (e.g. crowdsourcers and
crowdsourcees) and potential researchers with a thorough, systematic re-
view of the existing status of software crowdsourcing and specifically SaaS
development [52].
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SaaS vs Traditional Software
SaaS aims to increase software adoption, accelerate upgrades/updates, and
provide less strenuous scalability and supportability. Although all SaaS
development methodologies in literature are considered adaptations of the
traditional software development lifecycles with additional phases (e.g. eval-
uation, Subscribing, etc.), these phases are critical for SaaS success [79].
SaaS applications are developed, deployed and delivered to customers using
various cloud computing related architectures (e.g. multitenancy, multi-
instance, etc.) and design principles (reusability, composability, etc.). In
addition to the application’s functional and non-functional requirements,
SaaS development possesses cloud-related requirements that can be compo-
sitional (coordination, conformance, monitoring, and QoS) and managerial
(certification, rating, SLA, and support) [63]. These architectures, require-
ments and principles are relatively new to traditional software development;
as a result, developing software with these advantageous features adds new
dimensions of considerations to the traditional software development pro-
cess.

It is apparent that a lack of experts is the key challenge that makes
SaaS development more problematic than traditional software development.
Therefore, we are seeking solutions that provide a sufficient quantity and
quality of experts who can deal with SaaS complexities. Additionally, when
developing SaaS for customers, developers are playing in someone else’s gar-
den and they need to play by their rules. For example, when developing
SaaS for a customer in different country, challenges like compliance and un-
derstanding currency and taxation are preferably addressed by experts from
the same country.

Crowdsourcing for SaaS Development
SaaS development can be crowdsourced using two different approaches. The
first approach (Figure 1.a) demonstrates a software project that is defined,
analyzed, and then decomposed into smaller tasks to be outsourced to the
public. These tasks can be requirement elicitation, design, requirement im-
plementation, or testing. Accomplished tasks are then gathered and inte-
grated into a working SaaS. This approach is being adopted by many crowd-
sourcing services that are available online like Topcoder [80]. The second
approach (Figure 1.b) involves crowdsourcing the whole SaaS development
project as a single unit where public workers perform the requirement elici-
tation, design, development, and post-deployment phases as one task. This
particular approach fits very small or tiny projects like the ones crowd-
sourced in Upwork [84].
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Figure 2.1: The existing approaches followed in Crowdsurcing Software

Crowdsourcing Facilities
Developing an effective SaaS can be a challenging process through central-
ized organizations [34, 1, 17]. In centralized organizations, all the project
members are located in one location [89]. Challenges like finding proper
experts, reducing project cost, and reducing project duration, etc. are com-
mon in software development projects. Researchers are still looking for
contemporary solutions that could facilitate the development process and
address the aforementioned challenges [89]. Harnessing crowdsourcing in
SaaS development can contribute effectively toward this purpose due to the
multiple efficacious facilities that crowdsourcing possesses. These facilities
are illustrated as follows:

(A) Access to Pools of Global Distributed Skilled Workers
Crowdsourcing platforms are open for public participation and thus en-
courage creativity. Contrary to centralized organizations, crowdsourc-
ing customers are not limited to specific workers. The Netflix Prize for
example is a remarkable crowdsourcing experiment that demonstrates
the usefulness of having access to minds from all over the globe [53].

(B) Access to Lower-Cost Workers
Crowdsourcers benefit from lower wages and the purchasing power of
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currencies in developing countries. For instance, some Asian countries
offer skilled workers (software engineers in this context) with a sig-
nificantly lower wage compared to North American workers who have
similar capabilities [1].

(C) Temporary Hiring and On-demand Hiring
Unlike centralized organizations that are obligated to pay monthly
salaries to workers who may be underutilized over a period of time,
crowdsourcers benefit from the pay per task facility and they can re-
quest the service ondemand. This dynamic availability results in re-
ducing either cost or duration of a task; thus, project managers have
the advantage of sacrificing time for budget or vice verse in struggling
projects.

(D) The Ability to Obtain Alternative Solutions
The crowdsourcing platform has two behavioral natures (i.e. com-
petitive and hiring). In competitive crowdsourcing platforms, crowd-
sourcers only pay for the winner. In other words, there are no extra
charges when a crowdsourcer receives alternative solutions. Therefore,
crowdsourcing encourages creativity through engendering the spirit of
competition.

(E) Direct Access to the Voice of the Customer
Crowdsourcing acts like an avenue where customers’ opinions and feed-
back about a service can be heard. It motivates customers to share
their thoughts that can contribute effectively to a software project’s
success. IdeaStorm, for instance, is a project launched by Dell to give
their customers an avenue to share their thoughts and cooperate with
each other and Dell. Customers’ thoughts have generated 432 inven-
tive implementations [44]. This facility can be utilized throughout the
life cycle of the software by crowdsourcing software design, testing,
and evaluation.

(F) Eliminate Experts’ Bias
To eliminate expert bias, crowdsourcees are assessed based on their
successful contribution to the crowdsourcing platform instead of their
positions, titles, or background. Experts from the public are motivated
to participate regardless of their backgrounds. Students can compete
with professors to win a crowdsourcing competition. The Longitude
Prize in 1714 is a good example that confirms the fact that better
solutions could be produced from less experienced people [74]. The
competition was to determine the longitude of ships at sea. Experts
in the field worked on the problem without success; however, a clock-
maker solved the problem in the end.
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The following list demonstrates how the aforementioned crowdsourcing
facilities can be used to cater SaaS application development.

• Adding more creativity to the development processes: due to crowd-
sourcing, a pool of skilled workers as well as innovative and superior
solutions is becoming reachable. Software manufacturers are able to
form an innovative team of workers who share a variety of best prac-
tices perspectives because of their individual backgrounds [1].

• Recruiting more skilled software engineers with a lower cost: through
crowdsourcing, customers could access engineers from developing coun-
tries who cost much less than engineers with similar capabilities from
developed countries [1].

• Avoiding redundant skills: because hiring workers is ondemand, cus-
tomers can scale the number of workers up and down depending on
their needs.

• Achieving the best possible efficiency: better efficiency can be achieved
due to the ability to find lower cost, skilled software engineers.

• Having the right skills on demand: there is no obligation to provide a
monthly salary for workers who are underutilized for a certain amount
of time. Alternatively, workers are paid based on what they have
achieved.

• Utilizing cross-sourcing: software manufacturers can crowdsource some
or all independent tasks concurrently to different workers. This in turn
reduces the software development time. It is true that cross-sourcing
is not exclusive to crowdsourcing and it can be emphasized wherever
task execution can occur independently and concurrently. However,
task parallelism is limited to the number of the workers who can con-
tribute to a task. Because crowdsourcing gives access to skilled workers
globally, cross-sourcing tasks can be simpler.

• Utilizing time-zone advantages: the fact that workers in crowdsourcing
can be located in different time zones could be very useful in speeding
up the software development process. When a sequence of (start-to
finish) dependent tasks is distributed effectively, dependent tasks can
start immediately after successive tasks finish if located properly in
consecutive time zones, resulting in reduced wait times that may add
up to a significant duration [1].

• Meeting stakeholders’ needs: client-site application development pro-
vides developers with more insight into the system requirement [19, 1].
Likewise, in SaaS development, stakeholders are located all over the
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world, so it would be more effective to elicit SaaS requirements from
stakeholders who understand other cultures’ needs.

• Improving task modularization: decomposing tasks to modules rep-
resents a substantial role in managing coordination between workers
[65]. The fact that the SaaS development can be decomposed into sev-
eral tasks in crowdsourcing enables crowdsourcers to effectively create
independent tasks. This is achieved by dividing tasks into services
that can be integrated seamlessly into different applications [35]. Af-
terwards, each service is assigned to a worker. A detailed explanation
of this model is illustrated in the discussion.

• Reducing coordination cost: assigning tasks to workers who are glob-
ally distributed contributes positively in reducing the coordination cost
[25].

• Tracking communication logs: the nature of crowdsourcing implies
the absence of simultaneous communication. Because workers are dis-
tributed globally in different time zones, they can rely on electronic
communication through emails or instant messengers [25]. Thus, com-
munication history will be preserved which yields traceability and ac-
countability [9].

• Improving documentation: distributing tasks among workers requires
documentation. Documenting tasks and their statuses in every phase
aims to make tasks well supported and communication between task
performers unambiguous and more transparent [21, 33]. The absence
of face-to-face meetings necessitates that workers document solutions
in a more detailed and descriptive way.

• Defining processes clearly: in centralized application development,
processes are not predominantly formalized [1]. Distributing tasks
among different workers from different backgrounds raises the neces-
sity of formalized and standardized processes to ensure consistency.

• Enhancing testability: it is more feasible to test SaaS by the crowd
who are the potential users. It provides more insight into the end-user
needs. Moreover, it is more cost effective than hiring a permanent
local worker to test the application.

Challenges in Software crowdsourcing
Delegating software development tasks to workers in different geographical
areas has become widespread and accepted as a business necessity to over-
come some of the traditional software development drawbacks such as high
cost [37]. Although modern communication tools are available to support
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task distribution, software crowdsourcing is still considered a serious chal-
lenge [33] and most crowdsourcing commercial platforms tend to highlight
the success stories in software crowdsourcing with little or no attention to
the challenges. In the following list, we investigate the potential challenges
that could encounter in general crowdsourcing application development but
with more emphasis on SaaS development.

(A) Communication issues
Application development requires substantial communication among
workers and customers, especially at early stages. This communica-
tion usually occurs in two different ways: (1) formal communication,
which includes decomposing tasks, responsibility assignment, and up-
dating the application status [39]; and (2) informal communication,
which occurs frequently between workers when tasks are interdepen-
dent. Because crowdsourcing workers are distributed globally, this
could hinder simultaneous communication among workers due to time
zone differences. Consequently, productivity also decreases [73].

(B) Language barriers
Language differences can cause project failure when application de-
velopment processes are crowdsourced. Workers might misunderstand
task requirements or other co-workers’ communications, which may
lead to failure to meet task requirements.

(C) Cultural issues
Human resources are an essential element in the software development
industry. Cultural differences among human resources are also a con-
cern. The cultural gaps can be represented in time commitment, com-
munication manner, and behavior towards team members [74]. These
differences can be critical, especially for interdependent tasks.

(D) Tasks and Workers Coordination Issues
Planning for project decomposition and distribution among workers
and then assigning task dependencies can also become a dilemma. For
example, task parallelism is useful when tasks are independent. How-
ever, interdependent tasks that different crowdsources have developed
can lead to another type of integration challenge known as tasks in-
compatibility. For this, inadequate task coordination can be fatal in
the application development process.

(E) Worker Collaboration Issues
Because crowdsourcing workers are distributed globally, sharing expe-
riences, practices, tools, and decisions may not be an easy task. Man-
aging such a collaboration technique among crowdsourcing workers is
another considerable challenge.
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(F) Planning and Scheduling
In crowdsourcing, tasks are usually assigned to unknown workers. This
may cause a loss of control over many aspects (e.g. intellectual prop-
erty). In addition, schedule uncertainty due to a lack of knowledge of
the level of workers’ experience is a challenge that is yet to be com-
pletely resolved.

(G) Quality Assurance
Crowdsourcing providers claim that crowdsourcing’s solutions provide
high quality work [71, 39]. However, in software development, it is hard
to guarantee the quality because it is a relative measure [76]. Although
crowdsourcing is meant to be a solution to the shortage of experts,
there is no guarantee that the assigned worker can finish a task on time.
In addition, crowdsourcing, like other forms of temporary employment,
can be superficial work. Not only are crowdsourcers subject to an
ongoing hassle from task doers (e.g. late or low quality task), but task
doers (crowdsourcees) also face difficulties to guarantee being paid
on time and keeping a steady stream of work. All above are enough
reasons to produce low quality and quick work from crowdsourcee side.

(H) Hidden Costs
Software development projects are usually decomposed into several
tasks that may be handled in a parallel or in a sequential manner.
However, assigning a task to a worker does not guarantee the task’s
completeness and correctness. Consequently, this may result in reas-
signing incomplete or incorrect (unaccepted) tasks to other workers.
It is worth mentioning that for tasks that are not accepted, there is
no payment obligation, but development slippage does affect the ap-
plication’s development cost.

(I) Copyrighting and Intellectual Property
Protecting copyrights and intellectual property for a project’s ideas
and solutions can be a challenge. Crowdsourcing platforms are open
to the public from anywhere on the globe to sign up, explore tasks,
possibly participate in a task, etc. The task payment guarantee is
an issue because it depends on the crowdsourcer’s decision after that
entity is granted the solution [29]. For that, the need for reputation
systems has emerged.
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Challenges as Addressed by Three Crowdsourcing
Platforms
After introducing the crowdsourcing facilities’ influence on SaaS develop-
ment and challenges, Table 2 explains how potential software crowdsourcing
services can be compared in terms of their likelihood to address these chal-
lenges. We consider three prominent commercial software crowdsourcing
services, namely, TopCoder [80], UpWork [84] and Freedomsponsors [29].
We compare these crowdsourcing platforms in a tabular form, as shown in
Table 2. The first column enumerates the challenges of adopting crowd-
sourcing for software development; the remaining columns explain how the
three crowdsourcing platforms address these challenges. Some commercial
crowdsourcing services may not publish enough details about their platform
and the way they address challenges

Benchmarking SaaS-crowdsourcing
Like any commercial service, there has been a significant amount of work
on trying to rank crowdsourcing platforms (e.g. ranker.com) [8]. Contrary
to any other crowdsourcing ranking intermediaries that rank crowdsourc-
ing platforms based on popularity, this work is to enable crowdsourcers to
discover the crowdsourcing platform that best fits their SaaS development
projects (if any) by identifying the platforms’ capabilities and readiness to
address the challenges of software crowdsourcing. The following are at-
tributes that enable both crowdsourcers and crowdsourcees to make well-
informed decisions.

(A) Behavioral Nature
A crowdsourcee needs to know the behavioral nature (e.g. competitive
or hiring) of the crowdsourcing platform. In the competitive behav-
ior, any crowdsourcee may contribute and process the task without
permission from the crowdsourcer to start. By contrast, in the hiring
behavior, crowdsourcers need to grant their permission to the crowd-
sourcee before he/she can start processing the task. In competitive
crowdsourcing, a prize goes to one or more crowdsourcees who provide
the best solution. However, in hiring crowdsourcing, a crowdsourcee
receives a prize for solution correctness and conformity to crowdsourcer
requirements. Knowing the behavioral nature of the crowdsourcing
platform would help the crowdsourcee to predict the probability of
winning the prize.

(B) Reputation systems
Crowdsourcing platforms need to be equipped with a means to assess
workers (crowdsourcees) based on their expertise and behavior. Such
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information can be collected from the worker’s history. In order to
achieve this, a crowdsourcing environment requires a reputation sys-
tem that assesses crowdsources and crowdsourcers and predicts the
trustworthiness of user contributions [88].

(C) Supporting Tools
Crowdsourcing platforms vary in providing software development fa-
cilities such as ecosystems and communication/ collaboration tools.
These facilities aim to support, facilitate the development process and
eventually improve the software quality.

(D) Copyright Protection
A major challenge in software crowdsourcing is to protect copyrights
from infringement. Ideas rights for the posted tasks should be re-
served to the crowdsourcer. Likewise, unless a crowdsourcee agrees to
abandon his/her rights, solution rights should be also reserved to the
crowdsourcee. The main concern is to ensure copyrights are created
correctly and that they preserve the right of both sides. Thus, any
crowdsourcing platform needs to develop a set of solutions that guar-
antees copyright protection and complies with the laws and regulations
governing both parties.

(E) Recommendation system
Quite a large number of tasks are posted every day in crowdsourcing
platforms. For workers, finding the appropriate task that fits their
skills, time, and expertise is time consuming. Similarly, crowdsourcers
need to be able to learn about the task doer’s ability to solve similar
problems. Therefore, a recommendation system aims to shorten the
distance between both parties by providing suggestions that can ef-
fectively support their decision making. This need is addressed by a
matching process that is crucial to the crowdsourcing platform’s suc-
cess.

(F) Popularity
All the aforementioned attributes can attract more contributors (i.e,
crowdsourcees or crowdsourcers). Once a crowdsourcing platform be-
comes known and popular, other contributors may be more inclined
to utilize it because people tend to obtain/use popular services that
are recommended or used by others.

Crowdsourcing Approaches
Crowdsourcing SaaS development processes can be quite empowering. How-
ever, we discuss some challenges that can be critical if not addressed. Fig-
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ure 1 (a and b) shows two approaches that are widely adopted for software
crowdsourcing. Table 2 shows the two approaches in Columns 2 and 3 and
their preparedness to address these challenges.

As noted, when the entire project is crowdsourced, it is subjected to all
challenges in Column 1 except the communication and collaboration chal-
lenges. In the second approach (i.e, project decomposition into tasks), the
project is subject to all challenges. As an alternative, we propose a third ap-
proach that better suits the nature of SaaS development. This approach is a
service-based decomposed SaaS. In a service-based decomposition approach,
the SaaS development project is decomposed into services. Each service is
then outsourced to the crowd. Implemented services are collected afterward
and composed into a larger server of services. This approach is not utilized
in the existing crowdsourcing platforms and to the best of our knowledge,
this paper is the first time such an approach has been proposed. A service-
based decomposition of a crowdsourced SaaS project is motivated by two
key points: (1) SoA that SaaS applications promote and (2) crowdsourcing
works better for specific software development tasks that are less complex
and stand-alone without interdependencies [50]. The rationale behind this
proposed approach is that every service will function separately without any
interdependencies with the other services’ functionality and will be indepen-
dent from the underlying infrastructure and/or programming language. In
other words, the output from one service can be used as input for the other
services.

Figure 2 shows a crowdsourcing model that decomposes the SaaS devel-
opment project into sub-services. Each service is then crowdsourced to the
public throughout a crowdsourcing platforms "ecosystem". The ecosystem
has facilities that guide and control the development processes, such as soft-
ware development tools, project management tools, communication tools,
and collaboration tools. All software development phases (i.e, requirements,
design, implementation, testing, and post deployment) are performed on
every sub-service. The software development phases take place after the
project is decomposed into services and each service is clearly defined in
terms of its input, output, and process. This model works better for both
small and large-scale SaaS projects. The proposed approach should include
a quality control process to ensure that tasks (services in this context) are
correct and complete. The proposed model benefits from such qualities as
replacing project managers with a system that can assign workers to tasks
and predict tasks and project duration based on pre-collected data. In the
future, we plan to build a web-based crowdsourcing platform equipped with
an ecosystem and all aforementioned support tools. In addition, we plan to
test and propose more SaaS development crowdsourcing models to enable
crowdsourcers to easily conceptualize and plan for a software development
project, elicit its requirements, and decompose it into tasks to be developed,
tested, and submitted.
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Figure 2.2: A SaaS development crowdsourcing model that decomposes a
project into service

Although crowdsourcing may present solutions to overcome some SaaS
development challenges, at this time, crowdsourcing software development
has not yet fully matured, and we are aware of some limitations to the
previously mentioned approach. For example, a crowdsourcer may need
to contact the developer to perform some changes to the service after the
project is delivered. This limitation, among others, leads to potential issues
that need to be further investigated.

Conclusion
Crowdsourcing can be very effective for SaaS development. The facilities of
crowdsourcing support building cohesive and loosely coupled SaaS if used
soundly. In this chapter, we conducted a survey of one type of macrotask
crowdsourcing for SaaS development.

We described the facilities of crowdsourcing and their influence on SaaS
development. We also identified and described the approaches currently
used in SaaS crowdsourcing and the challenges in utilizing crowdsourcing to
develop SaaS. We used this list of challenges to identify the ability of existing
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software crowdsourcing platforms to address these challenges. Moreover, we
proposed a service-based crowdsourcing approach for SaaS development and
demonstrated its ability to deal with some of these challenges for large-scale
projects. We drew attention to SaaS development to show the importance
of macrotasks in crowdsourcing. To the best of our knowledge, this is the
first study to recommend a model for macrotask crowdsourcing.
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Table 2.2: Crowdsourcing Challenges as Addressed be Three Software
Crowdsourcing Platforms

Challenges TopCoder Upwork Freedomsponsors
Communication Avilable Not avilable Aviable

Language Remains a chal-
lenge

Remains a chal-
lenge

Remains a chal-
lenge

Culture Remains a chal-
lenge

Remains a chal-
lenge

Remains a chal-
lenge

Coordination Remains a chal-
lenge

not a challenge
bacuase the project
is developed by
a single crowd-
sourcee and not
decompsed into
tasks

Remains a chal-
lenge

Collaboration

Provides a com-
munication tool
to support sharing
experiences and
practices among
crowdsoursees.

Remains a chal-
lenge

Provides a simple
forum as a com-
munication tool. It
enables developers
to collaborate.

Planning and
Scheduling

Tasks are posted as
a competition for
all crowdsorsees.
There is no risk in
assigning the task
for non suitable
crowdsourcee.

Remains a chal-
lenge

Remains a chal-
lenge

Quality Assur-
ance

Remains a chal-
lenge

Remains a chal-
lenge

Remains a chal-
lenge

Hidden Costs Remains a chal-
lenge

Remains a chal-
lenge

Remains a chal-
lenge
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Table 2.3: Challenges as Applied to the Three Software Crowdsourcing Ap-
proaches

Challenges Entire Project Project decom-
posed into tasks

Project is decom-
posed into service

Communication Yes No Yes
Language No No Yes
Culture No No No
Coordination No No Yes
Collaboration Yes No Yes
Planning and
Scheduling No No No

Quality Assur-
ance No No No

Hidden Costs No No No
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Chapter 3

Background and Related
Work

In this chapter, we have conducted an inspection and critical study of a
state-of-the-art recommendation system that is ubiquitous among crowd-
sourcing and other online systems.

The main objective in this chapter is to investigate various online recom-
mendation systems by analyzing their input parameters, effectiveness, and
limitations in order to assess their usage in crowdsourcing systems. In other
words, how can we derive the best practices from various recommendation
systems, which share some common features with crowdsourcing systems,
and harness these practices to model an effective recommendation system?
We concentrate on seven factors to distinguish between each of the efforts
needed to achieve the objectives:

1. What parameters of the system are used in formulating the problem?

2. What is the “computational problem” formulated to make recommen-
dations?

3. How does the formulation of the problem handle the private imperfect/
information of the stakeholders?

4. How is the problem solved?

5. How is the solution implemented to construct the recommendation
system?

6. How scalable is the solution?

7. What are the limitations of the work?
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We present a classification of recent works’ attempts to design effec-
tive recommendation systems. Some research focuses on developing new
technologies while others emphasize new methodologies. Fig.3.1 shows the
topical classification tree. In the following section, we analyze the works and
classify them based on their domain and their main contribution.

Figure 3.1: Classification Scheme

Recommendation System
In this section, we present a critical review of the works as shown in Fig. 3.1.
We classify them based on their main contribution in the methodologies and
technologies associated with the recommendation system. In the reviews,
we present a general summary of each, identify the main contribution, and
evaluate how they address the seven questions we formulated in the previous
section.
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General Recommendation Papers

In this section, we explore some of the online systems’ recommendation sys-
tems. We tried to include diverse online systems. When we found multiple
papers on a system we chose only the latest, unless others differed in strate-
gies for efficiencies.

Methodology papers

Hwang et al. [43] built a personalized recommendation system in e-commerce
applications to recommend products to customers. The system uses a hybrid
recommendation system approach based on the Genetic Algorithm (GA) and
a user-based collaborating filtering. Considering that each feature of the
product has different levels of user preference, they applied different weights
for each feature. Moreover, by using user-based collaborative filtering, they
find the similarity between users to derive the recommendation decision. Ac-
tually, using the GA to provide a dynamic recommendation decision could
be considered a time-consuming process. Moreover, the proposed recom-
mendation system would overcome the new-item problem. However, they
did not address the new user problem. The main contribution of this paper
is employing the GA to learn personal preferences of customers.

1. Product features, customer transaction history, and customer general
information.

2. Use product profiles, customer transactions, and customer general in-
formation to build user preferable profiles. Select the most similar
neighbors based on the user preferable profile. Recommend products
for the customer based on neighbors’ selections.

3. They only take in to account the user as the main and only stakeholder.
They did not take care of increases in the product sale rate, which
leads to the seller benefit or increase the general sale rating which is
beneficial for the service provider.

4. A product profile is presented by several features that indicate if the
product has that feature. Customer product preference profile is built
from the customer transaction data and the product profile. The GA
is applied to find the feature weighting for a customer. Products are
recommended to users by using a collaborative filtering approach.

5. There is no real experiment in this study. However, the evaluation of
the system is measured by a 5-fold cross-validation approach and it
uses the precision metric, recall metric, and F1-measure metric. They
use a real dataset from a Telemarketing Company collected over two
years. It contains 15,376 transaction records from 753 users for 239
products.
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6. For a large dataset, the system would not be able to scale properly.

7. We are not sure about how the GA is effective in a real time system.
What is the cost for applying such an algorithm? There is no ex-
perimentation with real life system and no solution for the new-user
problem.

Lin et al. [59] built a personalized news recommendation system uti-
lizing social experts for online news readers. The system uses a user-based
collaborative filtering approach to identify experts who have influence in a
particular group of readers. Incorporating that with a content-based ap-
proach is a major improvement in news recommendation systems as they
proved in their experiment. Using an expert influence opinion has solved
the cold start problem in the news scope. However, using an expert influence
opinion is limited to the news environment because purchasing a program-
ing book would not be beneficial to seek expert users for example. Instead,
taking similar people’s opinions would be more beneficial in this case. The
main contribution here is recruiting the experts’ opinions to solve the cold
start problem.

1. Reader history, which is constructed from the story entity that is read
(e.g. when or where it happened), and reader implicit rating, which
reflects if the reader opens the story or not, are used.

2. From the reader history, find the reader preference profile, which indi-
cates how much each given factor is preferable. Find the set of experts
who influence the reader. Incorporate reader preferable factors with
the expert opinion to recommend news stories to the reader.

3. The goal is to satisfy one stakeholder, who is the news reader. In-
creasing the reading behavior for specific news stories could be another
factor to satisfy what was neglected here.

4. Because the news story has a short lifetime that cannot measure the
user’s long-time interest, user interest is represented by preferable enti-
ties, which are a set of news story episodes. Each entity is described by
several factors such as who was involved, what it was about, etc. From
the factors, they create a user-entity matrix. They use user news story
access history to create a user-story matrix, which is a binary matrix
that indicates 1 if the user read the story or 0 otherwise. User-story
matrixes are sparse due to the large amount of online news stories. To
solve this problem, they predict the missing story rating for each user
by using a user-entity matrix. By extracting entities from each story
and from a user-entity matrix, the system can predict the missing rat-
ing for the missing values in the user-story matrix. Moreover, they
find sets of experts based on the reading time order for users. Finally,
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they recommend news stories based on the user preferable factors and
experts’ opinions.

5. There is no experimentation with a real life system. However, they
performed a comprehensive study on a real dataset that has been col-
lected from several popular news web sites from July to December
2010. There were 2,015,479 visiting records for 1,192,435 distinguished
accounts to 55,418 different stories. The evaluation of the system was
measured by comparing the proposed algorithm with three recom-
mendation algorithms. can scale properly because it uses model-based
collaborating filtering.

6. There is no experimentation with a real life system.

Li et al. [57]’s goal is to build a personalized recommendation system
in an e-commercial website to recommend products to customers. They
use several social network theories to build a multi-theoretical e-commerce
recommendation system. This recommendation system has an applied col-
laborative filtering approach. Its assessment of the similarity between users
depends on applying different social network theories on the users’ behav-
iors in the social network. In this approach, they did not take in to account
users’ preferable attributes, which could lead to more accurate recommen-
dations that have been proven in many papers. Using a recommendation
system that is based only on the similarities between users would not be able
to solve the new item or new-user problem. Their main contribution is to
design a kernel-based machine learning approach that assesses individuals’
similarities.

1. All the user information is in social networks including personal infor-
mation like gender, location, friendships, and behavior.

2. By deploying different social network theories, find similar users based
on the users’ behaviors in the social network. Recommend products
to users based on a collaborative filtering approach.

3. This study satisfies one stakeholder who is the user. They did not
discuss how to increase the product sales or to increase the product-
purchasing rate.

4. A kernel-based machine-learning problem is based on social theory to
assess individuals’ similarities and then recommend products to users
based on similar users’ choices.

5. There is no experimentation with a real life system. However, they col-
lect a real data set from a movie review website. The website allows
users to rate and comment on movies on a scale of 1 to 10. The tested
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records include 452 movies and 100 reviews by 6,155 reviewers with
at least one friend. The evaluation of the system is measured by com-
paring the proposed algorithm with a trust-based and collaborative
filtering approach by adopting the root mean square error measure-
ment.

6. It can scale properly because it uses model-based collaborating filter-
ing.

7. There is no experimentation with a real life system, they neglect
the content-based approach in order to recommend more accurately.
Moreover, there is no solution for the cold start problem.

Meehan et al. [62] proposed a personalized tourism recommendation
system to recommend attractions to user. A hybrid approach has been used
by combining context information to extract information about location,
weather, and time as well as personalized information with collaborative
filtering by extracting negative and positive tweets for each attraction, which
will change the attraction priority based on the Social Media Sentiment. The
main contribution in this study is adding the Social Media Sentiment factor.
The cold start problem can be addressed by recommending attractions based
in location, weather, time, and Social Media Sentiment.

1. User location, current weather, current time, Social Media Sentiment,
which is negative and positive tweets, as well as personalized informa-
tion, such as age, gender, and marital status are used.

2. Use user location, current time, and current weather to decide which
attractions are more favorable in a current state. Use tweets about
certain attractions from a tweeter to sorts the priority for each attrac-
tion. Combine the aforementioned factors to produce the appropriate
recommendations.

3. The proposed recommendation system has addressed one stakeholder,
who is the user, and did not raise the visiting rate of an attraction or
increase the prosperity of tourism, which could be a service provider
benefit.

4. Extract user-personalized information from social media if users have
a social media account; otherwise, they explicitly ask the user to fill
out personal information. They use GPA, GSM, and Wi-Fi to get the
accurate location and WorldWeatherOnline API to get the weather
information. They use Alchemy API to analyze tweets if it is a positive,
negative, or neutral tweet. Then, an artificial neural network could
denote each factor as a node and decide a proper weight for each
factor. Finally, they list the recommended attractions.
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5. The study is still in progress without a real description about how to
solve the problem in detail.

6. From the proposed factors, the system can scale in the real implemen-
tation, but whether it can still associate tweets in this system or how
tweets will be integrated to the system is not clear.

7. This study is still in progress with no detailed explanation or experi-
mentation with a real life system.

Rong et al. [69] proposed a recommendation system for an e-commerce
website that focuses mainly on solving the cold start problem. The user-
based collaborative filtering approach is used to recommend products to
users. The main problem to solve is to predict the user rating for different
items. This problem could be addressed by a collaborative filtering approach
if the user has sufficient history. However, if the user is new, the prediction
accuracy is decreased. Some studies have used social information to obtain
information that could contribute in solving the cold start problem. Nev-
ertheless, social information is not always available, which means they have
come up with a new approach to solve the cold start problem using only
user history rating information.

1. Rating history for each user.

2. From users’ rating history, find the similarity between a target user
and other users to predict the missing elements’ rating for the target
user.

3. The proposed recommendation system has addressed one stakeholder
who is the user and did not raise the selling rate of an item or increase
the general selling activity that could help a service provider.

4. The system uses a rating matrix to find the similarity between a target
user and the other users. In case the user has a very limited rating
history, the system uses an undirected, weighted bipartite graph to
find similar users. Undirected, weighted bipartite graphs have two
sets of vertices: users and items. They define a random walk to find
the similarity between users using the Monte Carlo algorithm. There
are two types of walk: from a user to a previously rated item and from
an item to another user who has the most similar rating for that item.
Essentially, from user , they find the most similar user , who has the
closest rating to the target user, and they fill in the gaps of the missing
rating in the matrix of . Then from user B, they find the most similar
user , they and use his rating to fill in the remaining gaps in matrix
A and so on. Finding the similarities between users is a pre-computed
process.
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5. The test of the proposed recommendation system was on 5 real datasets
from MovieLens, Epinions, Bookcrossing, Amazon2, and Yahoo! Mu-
sic using 4-fold cross validation to reduce the influence of sampling.
They use 10% of the previously rated items by a user and predict the
remaining 90%. They then use Mean Absolute Error to assess the
prediction quality.

6. It could scale properly because it is model-based collaborating filtering.

7. There is no experimentation with a real life system. They did not use
a content-based approach as a factor to recommend more accurately
and overcome the new-item problem.

Feng et al. [28] proposed a recommendation system that could work
in many areas such as e-commerce websites and Movie recommendations.
This recommendation system recommends products or movies to users by
enhancing an item-based collaborative filtering approach by using K-means
clustering. The main approach in this study is to overcome the collabora-
tive filtering drawbacks. In a pure item-based collaborative approach, the
performance is reduced as datasets increase. K-means clustering itself has a
high performance rate even in a large dataset. However, K-means clustering
would not be beneficial in the cold start problem. Cooperating K-means
clustering with an item-based collaborative approach could address the pre-
viously mentioned shortages, which is the main contribution in this study.

1. The rating history for each user is used.

2. From users rating history, find the similarity between items. Recom-
mend items that meet the user’s preferable attributes, which could be
inferred from the rating history. Overcome the scalability barrier by
using collaborative filtering approach with K-means clustering.

3. The proposed recommendation system has addressed one stakeholder
who is the user and did not raise the selling rate of an item or increase
the general selling activity, which could help a service provider.

4. Firstly, they generate an item-based collaborative filtering result. Sec-
ondly, they generate a K-means clustering result from the collabora-
tive filtering result. Finally, they combine results by using a Simulated
Annealing algorithm.

5. They use a real dataset from MovieLens that contains 100,000 movie
ratings rated by 943 people for 1,682 movies. The evaluation assess-
ments used the average payoff value, the standard deviation, the pre-
cision rate, the recall rate, and the running time of the algorithm.

6. It could scale properly
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7. There is no experimentation with a real life system.

Dror et al. [23] proposed a multi-channel recommender mechanism for
the Yahoo! Answers system to recommend questions to users. A hybrid ap-
proach has been constructed using content based from all available signals
that are derived from the questions, user preference profiles, and collabora-
tive filtering using similar users’ actions. This approach can be useful for
Community Question Answering sites in general.

1. Question attributes, which include three classifications: textual, cate-
gories and user IDs who interact with the question, were used. Addi-
tionally, user properties that include the three aforementioned classi-
fications for each user from the questions answered before plus users’
explicit preferences attributes were used.

2. By using question user attributes, predict which users will answer a
question. Handle it as a classification problem. Train a Gradient
Boosted Decision Trees classifier using logistic loss.

3. In this work, the proposed recommendation system addressed the three
main stakeholders: the answerer, the asker, and the service provider.
The three stakeholders’ satisfaction is met by default when recom-
mending more related questions to the answerer.

4. They proposed a Multi-Channel Recommender system model that first
maps questions and users to their attributes. The question attribute
is described by a matrix. The columns of the matrix are textual token
“words” that have been extracted from the question, category, and
user. The rows describe the attributes. For example, (title, football)
has the value 1 if the term football appears once in the title. For
another example, (best answer, id) is the id for the user who has
the best answer for that question. User attributes are driven from
question attributes for the questions that the user has interacted with
as several channels. Each channel describes the nature of interaction
such as asker, best answer, voted to answer, etc. Each channel is
represented by a matrix that describes the question attributes and the
preferable attributes. Pairing each question attribute with each user
attribute creates multiple features, which are used by a classifier with
actions of other similar users to evaluate the match between the user
and the question.

5. There is no experimentation with a real life system. They create a
large-scale dataset consisting of 1,256,262 examples with an equal num-
ber of positive and negative examples. The set had 169,392 unique
users. However, as they did not mention the source of the data set,
we assume that data set was not real data. The evaluation of the
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system is measured by calculating the accuracy and the Area Under
ROC Curve (AUC) on test examples, where accuracy is a standard
metric for classifiers’ performance and the AUC metric measures the
probability that a positive example is scored higher than a negative
example.

6. It can scale properly.

7. There is no experimentation with a real life system.

Yan et al. [90] proposed a personalized recommendation system for a
community question-answering framework to recommend questions to an
answerer. The recommendation system is designed by using a content-based
approach. The system extracts topics’ distributions from the questions,
which is similar to tags. Then they rank the different relations between
asker, topic, and answerer in the offline phase. They recommend the new
question to the highest corresponding ranked answerer who has answered
questions on that topic by that asker in the online phase.

1. Transaction history is used.

2. By using the set of questions, extract a set of topics. For each ques-
tion, find topic distributions. From the transaction history, find the
relationship between asker, topic, and answerer, and rank these rela-
tionships. For each new question with its distributed topic, choose the
most related topic and find an answerer who has answered this kind
of topic.

3. In this work, the proposed recommendation system addressed the three
main stakeholders: the answerer, asker, and service provider. The
three stakeholders’ satisfaction is met by default when recommending
more related questions to the answerer.

4. Firstly, they train the system to construct question topics by using a
Latent Dirichlet Allocation (LDA) model, which is well known in IR.
Secondly, they extract the relationship between asker, question, and
answerer from the transaction history. Thirdly, they alter the previous
relation to be among asker, topic, and answerer by using the Tensor
Factorization model. Fourthly, they rank the previous relation by the
strength of the correlation, which means the answerer a, who answered
topic t by asker u, is ranked higher than the other answerer is. Finally,
it recommends the highest ranked answerer for the new question.

5. There is no experimentation with a real life system. However, the
designed system has been tested by using a real dataset from Yahoo!
Answer and Tencent Wenwen. It uses four metrics to evaluate the
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performance: Mean Reciprocal Rank (MRR), Mean Average Precision
(MAP), Precision at rank N (P@N), and Recall at rank N (R@N).

6. It could scale well under a limited number of topics. However, as the
number of questions, askers, and answerers increases in the training
set, the performance will increase as well, and the training time will
increase correspondingly.

7. The proposed system did not use hybrid approach, which has proven
to outperform the content-based approach and could give options that
are more diverse. There is no experimentation with a real life system.

Technology Papers

Davidson et al. [20] proposed a personalized recommendation system in
YouTube to recommend videos to users. They used a content-based ap-
proach by extracting input details from the users watched videos list to
recommend a new list based on the extracted information. The nature of
user-video interactions is different from another user-movie or user–product
interaction because it is more diverse, which makes the interaction noisy.
Another challenging factor is that YouTube videos sometimes have a poor
metadata description. To address the aforementioned challenges this study
proposed a recommendation system that balances the user’s specifications
and the diversity, which is its main contribution.

1. Watched videos’ attributes, such as video streams and video metadata
are used. User activity data is divided into explicit, such as rating,
and implicit, such as assessing users’ watching activity. For example,
the user has started watching the video or the user has watched a large
portion of a video.

2. From users’ histories, construct a seed set for each user that contains
a set of the watched videos. Using the seed set, build a candidate set
of videos that fit the user’s preferable attributes and meet the diverse
condition to recommend it to the user.

3. The proposed recommendation system has addressed one stakeholder,
who is the user, but did not raise the watching rate for the video or
increase the watching general activity, which could lead to the service
provider benefit.

4. To have a candidate set from the seed set videos, they need to map
each video in the seed set to related videos using co-visitation counts.
Considering a group of sessions in a period, they count how many
times each pair of videos has been watched within sessions. Then,
they can get the related videos to each video in the set ranked by their
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co-visitation count. They then expand the candidate set by taking a
limited transitive closure over the related videos to make the candidate
set more diverse. By setting a limited number to find related videos
for each seed video to insure diversity and remove too similar videos,
they rank the candidate videos using three signals: video quality (e.g.
popularity), meeting user specification from the user watched history,
and diversity. Finally, instead of recommending the most relevant
videos, they chose a diverse video from the candidate set.

5. The system works as a feature on YouTube’s home page using a pre-
computation approach. The data set is updated several times per day.
The recommendation system works as 1) Data collection, 2) Data pro-
cessing and then save it in a table. 3) Recommendation generation
through a series of Map Reduces computations, and 4) Recommen-
dation serving. Comparing the recommendation system with other
algorithms, such as most watched videos and top ranked video, the
recommended videos were more watched than other video lists.

6. Scalable.

7. Because the recommendation generating is pre-computed, there will
be a delay between generating the recommendation and producing
it to the user. The delay will not be severe due to several updates
during the day. There is no solution for the new-user problem. Still
the recommended videos will be narrower than if collaborative filtering
were used.

Chen et al. [13] designed a personalized recommendation system to rec-
ommend products to customers in small retail websites. The aim of this
recommendation system is to fit the limited resources in small retail web-
sites using a content-based approach and association rules mining. Different
prediction criteria were extracted from each product and weighted depend-
ing on the user criteria assessment. The main contribution in this study
is to build a recommendation system that fits the modest resources with
good performance. The cold start problem could be addressed by consider-
ing association rules mining criteria to recommend products that users may
like.

1. Product data, user information, and current product selection were
used.

2. Use products’ data to extract the products’ categories. Use the pre-
vious user’s purchasing to extract user preference categories. From
each product purchase, extract the custom country to assess the pop-
ularity of a certain category in different countries. Associate each
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product category with purchasing month in order to assess the cate-
gory’s popularity in a certain month. Review all the previous factors
to recommend the most likely product the user is willing to purchase
next.

3. The proposed recommendation system has addressed two stakehold-
ers who are the customer and the service provider by increasing the
purchasing rate. However, it did not raise the purchasing rate of a
product that benefits the seller.

4. By applying four algorithms, each constructs a certain relationship,
produces a list of recommended categories, and saves it in separate
tables. The first algorithm is used to assess the relationship between
the categories from the transactions information by applying an Apri-
ori algorithm. The second algorithm is used to assess the relationship
between the category and the country by counting the frequency. The
third algorithm associates the customer with the preferable categories
by counting the frequency from the purchasing history. The fourth
algorithm associates the category with the month by counting the fre-
quency for each category in different months. From each table, the top
five categories are selected. How each category is weighted depends
on its importance. The category with largest value is selected.

5. There is a real implementation for an online retailer website. To find
the relationship between the categories from the transactions, they
use the ‘arules’ library in R to remove duplicate category ids within
the same orders. The ‘plyr’ library in R was used to do a frequency
count of category ids by month, country, and customer id. Then, a
PHP interface was used to queries on the tables. PHP functions are
used to handle the calculation in the model layer of any ecommerce
site, which uses an MVC framework. The dataset used in the training
process contains 4,000 records.

6. The proposed system works just for a small dataset.

7. The recommendation output is a product category instead of a specific
product, which could be very broad.

Cosley et al. [18] presents SuggestBot to recommend editing tasks in
Wikipedia to members. SuggestBot uses a hybrid approach using similarity
of text, connection links, and connection through co-editing activity. They
earmark the existing recommendation techniques to suit the nature of the
Wikipedia system. The main contribution is the experiment with a real life
system of SuggestBot and the valuable result from applying the recommen-
dation system.

34



1. Users’ editing history was used.

2. Using the user editing history, find similar articles based on the text
similarity that most likely will met user interests. Using the explicit
connections through links in the edited articles to find related arti-
cles, find similarities between users’ histories to recommend articles
for similar users. Based on the three aforementioned factors, identify
the articles that would be most interesting to the users.

3. In this work, the proposed recommendation system addressed the three
main stakeholders: the answerer, asker, and service provider. the three
stakeholders’ satisfaction is met by default when recommending more
related questions to the answerer.

4. A Jaccard metric for set similarity between profiles, SQL quires to mea-
sure text similarity, and explicit connections through links are used.

5. It is implemented by building a recommendation tool for real com-
munities with real users in Wikipedia’s website using MySQL 4.1’s
built-in tool.

6. It scales well and task routing will grow more valuable as the number
of tasks increases.

7. There is no solution for the new-user problem.

Crowdsourcing Recommendation Papers

In this section, we explore crowdsourcing recommendation papers. We
searched Google Scholar for recommender systems in crowdsourcing, rec-
ommendation system crowdsourcing, and Task matching. Moreover, in each
paper, we looked over the references to find related studies.

Methodology papers

Yuen et al. [93] proposed a recommendation system to recommend tasks to
workers in Amazon Mechanical Turk (Mturk). The proposed system uses
only the matrix factorization approach by extracting the user’s preference
tasks from both a worker’s performance history and a worker’s task searching
history. In a worker’s performance history, they retrieve information about
the worker’s ability of performing different kinds of tasks such as the number
of browsed tasks, the number of selected tasks, and the number of completed
tasks. In a worker’s task searching history, they gather information about
the relationship between a worker and a task by analyzing the worker’s task
interaction. For instance, if a worker has browsed the task information, it
indicates the worker may be interested in similar tasks. If a worker has
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completed the task, the worker may have the ability to complete similar
tasks and so on. They assessed the workers’ task preferences on a 5-point
scale: a worker 1) did not browse the task, 2) browsed the task; 3) worked on
the task 4) completed the task; and 5) accepted the task. Then, they used
the matrix factorization to estimate the missing values for the worker-task
preference scale. The main contribution is adding a worker task searching
history.

1. Task features such as title, time allotted, reward, and expiration date
were used. A worker’s performance history features such as num-
ber of browsed tasks, number of selected tasks, number of completed
tasks, number of accepted tasks, and percentage of accepted tasks were
used. Five worker task searching history features were used: 1) a did
not browse the task; 2) browsed the task; 3) worked on the task; 4)
completed the task; 5) and accepted the task.

2. By using a worker’s performance history and a worker’s task searching
history, predict the missing values in the worker task matrix.

3. The proposed recommendation system has addressed one stakeholder,
who is the worker, and neglects the requester and service provider
benefits.

4. It is solved by using Probabilistic Matrix Factorization to recover the
worker-task matrix.

5. No experimentation with a real life system on the proposed recommen-
dation system was used. However, to prove that the searching history
is a major factor for workers to determine the next task, they post a
survey as a task for 100 workers and ask the workers about how much
they would prefer to work on a similar task. The result of the survey
shows that the workers would prefer to work on a task similar to what
was accepted before.

6. Scalable.

7. There is no experimentation with a real life system. The proposed
recommendation system cannot solve the cold start problem.

Ambati et al. [5] proposed a recommendation system to recommend
microtasks to workers in a crowdsourcing platform. The recommendation
system is designed based on a content-based approach. The main objective
in this study is to overcome the drawbacks in the existing crowdsourcing
platform, which can be summarized in five points according to the paper:
1) workers cannot find the appropriate task on time before it is allotted
to other less suitable workers; 2) noisy output from less skilled workers; 3)
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reducing a task’s reposting for further judgments; 4) the platform’s reputa-
tion, which could be affected by the number of rejected tasks; and 5) lack of
trust between worker and requester. They claim that the proposed recom-
mendation system would address the aforementioned drawbacks. However,
the real contribution in this paper is designing a recommendation system
based on worker performance and interests to recommend tasks that will
mostly be accepted by the requester.

1. User profiles, worker explicit feedback about the task, implicit worker
feedback which is user-task interaction were used. Task details, such
as task descriptions, reward associations, number of associated hits,
and timestamps, were also used. Moreover, they used the requester
feedback whether the task was accepted or rejected.

2. Use worker profile information, worker explicit feedback, worker im-
plicit feedback, task details, and requester feedback to learn user task
preference.

3. The proposed recommendation system has addressed one stakeholder
who is the worker by recommending tasks that meet the worker’s inter-
ests and skills. However, increasing the output quality, which leads to
the requester’s benefit, was not addressed. The output quality could
be decreased by assigning tasks to busy workers even if they have the
appropriate skills.

4. Two different approaches have been proposed to learn user task prefer-
ences: a Bag-of-Words approach and a classification based approach.
In a Bag-of-Words approach, they use worker history information to
extract the previous task features and the the accocited scale of pref-
erence.. In the classification-based approach, the system uses binary
classification 1,-1, which indicates if the user has completed that kind
of task or not. Each task is represented by a set of weighted features
based on the user history. Then they use one of the learning preference
approaches to rank the available task and to recommend the top few
tasks to the worker.

5. There is no real implementation for the proposed system. However,
they collect a real dataset from Amazon MTurk to evaluate the pro-
posed system. From the dataset, they find 24 workers who have worked
on tasks from 10 different kinds of interest. For each user, they use
half of the worker’s interest to train the system. Then, they rank the
other half of the interest. If the recommended task has been completed
by a worker, that confirms the system effectiveness.

6. Scalable.
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7. There is no experimentation with a real life system. The recommen-
dation system is designed mainly based on a content-based approach,
which has several limitations as we mention previously. Moreover, the
proposed recommendation system cannot solve the cold start problem.

Yuen et al. [91] proposed a task recommendation system to recommend
tasks to workers in a crowdsourcing platform. The system uses a content-
based approach to match workers with suitable tasks. The main contribution
in this study is to assist workers to find their suitable tasks and to improve
the quality of the output. The system recommends tasks based on the user’s
interest and performance. Moreover, they suggest that each task has to be
classified under one category before posting it in the platform.

1. The worker’s performance record which contains the previous task
selection preference is used. Task selection preference includes task
category, reward and time allotted. In addition, task acceptance rate
is used to infer the worker performance in each category.

2. Use worker’s performance records and worker’s task acceptance rates
to rank all the available tasks based on the best matching for worker’s
interest and performance.

3. The proposed recommendation system has addressed one stakeholder
who is the worker by recommending tasks that matched the worker’s
interest and his previous performance. However, the other stakehold-
ers who are requester and service provider have not been addressed as
we have mentioned in the analysis of the previous study

4. Each worker has performance record, which has four values: 1) tasks
acceptance rate in each category; 2) task category preference score; 3)
reward preference score; 4) time allotted preference score. All these
above information extract from the worker selection history and task
accepted rate. Then based on the worker performance record, rate all
the available tasks. Then lists all the available tasks based on the best
match. After each completed task, update the worker performance
record.

5. There is no experimentation with real life system. However, the eval-
uation for the proposed recommendation system was by applying case
study involved 12 participants and 4 task’s categories. Each category
has 10 tasks. Then, they asked the participants to work on 10 tasks
out of 40. To evaluate the proposed system, they used Mean Absolute
Error to compare the task’s user rate from the experiment and the
task’ user rate that generated by the proposed algorithm.

6. The system could face a major delay to rank all the available task for
each worker.
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7. There is no experimentation with real life system. They used only con-
tent based approach which has a major limitation that has discussed
earlier in this paper. There is no solution for cold start problem.

Lin et al. [60] proposed task recommendation system in crowdsourcing
to recommend tasks to workers. The system uses matrix factorization col-
laborative filtering approach. The system uses implicit signals to predict the
positive and negative task’s rating for each user. The goal for this approach
is to recommend tasks that the user did not work on them before but these
tasks will belong to the user’s interest by modeling the workers’ preferences
based on their behaviors. The main contribution in this paper is efficiently
model a predictive system by incorporating negative implicit feedback.

1. User history, which contains user-task interaction is used.

2. Use user history to infer the task’s positive or negative rate for the
available tasks. Then, recommend the tasks with the highest rating
value.

3. The proposed system address one stakeholder who is the worker by
recommending tasks that meet the worker’s interests and neglect the
requester and service provider benefits.

4. The positive feedback has been assessed based on how many times
worker has been perform that kind of task. The negative feedback
based on the task availability. On other words, if a task has a high
availability and the user did not choose to work on that task, this task
will have negative rating. However, if the task availability rate is low,
the negative rating will be minimize. Then based on the positive and
negative rating, recommend tasks by multiply each predicted rate with
task availability in the training set to produce predicted throughputs,
and sorts tasks accordingly.

5. There is no experimentation with real life system. However, the effec-
tiveness of the proposed system has been evaluated using real dataset
that collected from Microsoft’s internal Universal Human Relevance
System (UHRS). The dataset includes 17,000 users and above 2,100
tasks. Then, they compare the proposed system with other two ap-
proaches which are neighbor based and task popularity based.

6. Scalable.

7. There is no experimentation with real life system. Even though col-
laborating filtering has been proved in several studies to outperform
content based, Hybrid approach could outperform the two approaches.
There is no solution for cold start problem.
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Yuen et al. [78] proposed a recommendation system in crowdsourcing to
recommend tasks to worker. The system use matrix factorization collabora-
tive filtering approach. The objective of this study is to solve the cold start
problem. The user rate implicitly inferred from user-task interaction history.
The main contribution in this study is considering the dynamic scenarios for
the new worker and the new task in the recommendation system.

1. Worker history and tasks’ categories are used.

2. Use worker’s history to infer the worker’s preferable tasks. From the
task, extract the task category. Use worker’s preferred tasks to ex-
tracts worker’s preferable categories.

3. The system satisfies one stakeholder who is the worker by recommend-
ing tasks that matches his interest and skills. However, the system
neglect the requester and service provider benefits.

4. The values in worker-task preferring matrix factorization indicate the
user rating for that task. The rating inferred from the worker-task
interaction history which is range from 0-5 as described in study [6].
Then, they apply matrix factorization to generate two other matrixes
which are worker-categories, and tasks-categories. Then, they recom-
mend that tasks with the categories that matches the user’s categories
interest.

5. There is no experimentation with real life system. However, they eval-
uate the work by using the Mean Absolute Error (MAE) and the Root
Mean Squared Error (RMSE) for matrix comparison. They compare
their approach with the state of the art approach.

6. Scalable.

7. There is no experimentation with real life system. Their main goal
is to address cold start problem. However, new user problem is still
being an issue in this system. Moreover, new item that belong to new
category is also still an issue.

Kang et al. [49] design a task recommendation model for crwodsourcing
platforms. The task recommendation is based on workers preferences and re-
liabilities. They designed learning framework based on multi-armed-bandit
to learn the worker reliabilities and preferences in each task category. basi-
cally, the worker preferences and reliabilities is obtained from speical kind
of task called gold task that is not associated with rewards and the answer
is known in advance. The preferences is measured by worker acceptance for
that kind of task, and the reliabilities is measured by the solution correct-
ness. Then, they recommends tasks based on greedy algorithm. However,
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the assumption is not realistic because they assume that the worker pref-
erences and reliabilities are independent. The main contribution is they
formulated the task recommendation problem in crowdsourcing as a MAB
problem.

1. tasks categories, workers preferences, and workers reliabilities.

2. using gold tasks from different categories and recommend it to the
worker to acquire the user preferences and reliabilities.

3. They only take in to account the user as the main and only stakeholder.
They did not take care of increases the solution quality.

4. based on the worker reaction toward the recommended gold task. if
the worker accept to work on the gold task from a certain category, this
category will be added to his preferences. the reliabilities is measured
based on the solution correctness and then recommend task following
greedy algorithm.

5. they perform a simulations using different settings with synthesized
dataset.

6. It could scale properly.

7. There is no experimentation with a real life system, the model designed
based on non realistic assumption.

Alamer et al.[2] propose location privacy aware task recommendation
that protect workers location in spatial crowdsourcing during task recom-
mendation using encryption techniques. The main contributions is this
study is designed privacy-preserving location matching mechanism by en-
crypting the user region information.

1. worker region, worker solution, tasks.

2. recommend tasks to the workers who are in the required geographical
area while protecting the workers location.

3. The goal is to satisfy the worker in term of privacy matter only and
satisfy the requester by increase the solution quality.

4. The tasks recommended to the workers located in the a specific geo-
graphic regions. Protect worker location against malicious attackers
using by encryption.

5. The experiment was mainly designed to count the computational over-
head and communication overhead which increases linearly.

6. Not scalable.
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7. The only contribution here is the confidentiality. There is no new
contrition in the recommendation techniques.

Karim et al. [50] design software development crowdsourcing recommen-
dation system that combine learning strategy and earning strategy based on
analyzing the worker preferences and worker history. The two strategies of
the search are combined with a preference choice for the worker towards one
or the other strategy.

1. Worker preference value for learning, worker history.

2. Using the worker current active status, worker preferences, and worker
preferable search strategy, recommend task based on the worker win-
ning chance prediction on each task.

3. They only take in to account the worker as the main and only stake-
holder.

4. Extract all the completed task and the associated registered work-
ers, winner workers.Find out active workers, new, and on going tasks.
Then, for each active worker, the system predict the winning chance
for each task based on combining the calculated learn and earn score.
Then rank the tasks for each worker and recommend the top 10 tasks.

5. The solution implement as a prototype in TopCoder platform and
evaluated by a survey for worker satisfaction for the recommended
task.

6. Scalable.

7. The recommendation had address well the balance between learning
and earning. However, it would be better if each user can choose his
priority of searching techniques.

Sun et al. [77] has design a spatial crowdsourcing recommendation model
for online delivery route recommendation. The goal is to maximize a single
worker income under online scenarios considering three influences factors:
(1) the distance between the worker location and the start point for each
task, (2) the distance between the start point and the destination for each
task, (3) the possible future demand that start and each task destination.

1. The worker location, the tasks starting location and ending location,
each task ending time.

2. Use the worker location, visible tasks start and ending point, to rec-
ommend the best set of tasks that maximize the worker income.

3. The proposed recommendation system has addressed one stakeholder,
who is the worker.
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4. The model recommend the tasks that distention point has more po-
tential starting route requests with the route length consideration to
maximize the worker income.

5. experiment on synthetic and real-world datasets.

6. The system is scalable.

7. The recommendation model is efficient for scheduled routing request.
However, most of route request are dynamic and if we recommend a
set of task to be done in order, the waiting time for the requester could
be increased.

Technology papers

Basak et al. [6] has built a framework, which can be used as a tool to test
tasks recommendation algorithms for crowdsourcing. The system has task
creation and management interface. Moreover, it consist of three module:
workermodeling module, task-modeling module, and task recommendation
module. The recommendation module supports different recommendation
techniques such as item-based, and user-based nearest-neighbor. The sys-
tem offers task recommendation features based on set of worker’s and task’s
properties. In addition to the known task properties, they add additional
description categories which are: 1) task media type; 2) task operation
type; 3) task topic. Workers properties could be formed by using three
techniques: 1) explicitly from external sources; 2) implicitly from the user
history; 3) requester feedback. The framework enable researchers to cus-
tomize the framework using plugin extensions. The main contribution in
this paper is build a framework to test different recommendation algorithms
for crowdsourcing.

1. Worker-modeling module, a task-modeling module, and a task recom-
mendation module are used.

2. This paper present a framework to facilitate recommendation algo-
rithms test for crowdsourcing.

3. TThe paper didn’t add a new methodology for recommendation sys-
tem. Their contribution was in building framework to test different
recommendation methodology.

4. The framework has task creation, and management interface to enable
researcher to control the framework. There is three main modules: 1)
worker-modeling module; 2) task-modeling module; 3) task recom-
mendation module. Workers and tasks can be modeled using different
properties.
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5. To test the framework they implement an experiment for three algo-
rithms. 1) feature-independent. By implementing user-item matrix.
2) feature-based. By implementing user- feature matrix. 3) Compos-
ite. Which combine user-item matrix and user-feature matrix. They
created a database with 70 tasks from 10 categories. 24 subjects have
been participated in this experiment.

6. The framework support a wide variety of recommendation algorithms.

7. The framework has a real potential influences in the recommendation
system algorithm testing.

Difallah et al. [22] proposed different task recommendation approach for
crowdsourcing based on push methodology instead of the currently used pull
methodology. The proposed system use content based approach. The idea of
this work is to use social media website Facebook to acquire users’ skills and
interest. This information gathered from the pages that the user liked and
the tasks that he previously completed. In current task recommendation
system all tasks get posted in the platform and wait for users to work on
them. Contrary to the previous approach, tasks in the proposed system
posted on the related worker’s page. By doing so, unrelated workers will
not be able to give unqualified answers. The main contribution in this
paper is the automated pushing mechanism to increase answer quality.

1. User history, which contains liked Facebook pages and completed tasks,
is used. Hits description is also used.

2. User history is used to build each worker’s profile, which contains the
worker’s skills and interests. For each submitted task, they decompose
several microtasks and assign them as a hit with a specified monetary
reward. Each liked page is linked to an entity in the Linked Open
Data (LOD) cloud to categorize them. Then they match users with
hits based on the similarities between them.

3. The proposed system addresses one stakeholder (i.e., the requester) by
increasing output quality. The system partially satisfies the workers
by assigning related tasks to them. However, the workers may need
to work on more tasks to gain more rewards. The service provider
benefits could be decreased by the reduction in the number of tasks
that could be performed.

4. Each hit has a textual description, a data field, a set of candidate
answers, and a list of Facebook categories. Each worker profile is rep-
resented by two factors: the liked pages categories and the completed
task categories. Then for each hit, all workers are ranked based on the
matching between the hit and the user. Finally, the hit is posted to
the top matching users.
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5. Facebook App called OpenTurk is used to push hits to the Facebook
users as described above. A total of 170 workers contributed to this
experiment to work on two hit categories. The selected workers had
12,000 liked Facebook pages. The system uses cloud-based storage and
back-end processing to enable scalability when the number of users and
requesters increases.

6. The system is scalable.

7. They only used a content-based approach with no solution for the cold
start problem.

Conclusion
Our survey has explored major state-of-the-art online systems and crowd-
sourcing system. Because crowdsourcing systems are an emerging field, the
related recommendation papers are limited [86, 5, 84, 57, 72, 2, 29, 8].
Therefore, we expanded our search to papers that proposed recommenda-
tion systems for different kinds of online systems to highlight the potential
of the best approaches, which could be applied in a crowdsourcing system.

However, crowdsourcing systems have some important features, such as
monetary rewards and task deadlines, which do not belong to some online
systems, such as Wikipedia [27] and Yahoo! Answers [41]. Therefore, we
have covered other recommendation systems that address online systems fea-
turing other common factors, such as the monetary outcome in e-commerce
systems [51, 33]. Our research shows that most recommendation systems
address one stakeholder, such as [51, 56, 62, 81, 33, 63, 80, 36]. However,
in some systems, satisfying one stakeholder leads to holistic satisfaction, as
in [79, 41, 27]. All crowdsourcing recommendation papers addressed only
one stakeholder, either the worker or the requester.

To the best of our knowledge, no previous papers have considered the
satisfaction of all stakeholders. Designing a recommendation system that
achieves stakeholders’ gratification would be a great opportunity for effective
crowdsourcing. Moreover, we did not find any paper that used a neighbor-
based collaborative filtering approach or a hybrid approach, which could
outperform existing methodologies.
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Chapter 4

Goals and Contribution

Goal
In this dissertation, we assume that every stakeholder (worker, employer, ser-
vice provider) acts selfishly in order to maximize profit. Because of this as-
sumption, we have presented a mechanism design based on a multi-objective
recommendation system to achieve holistic satisfaction of all stakeholders
by matching the worker with a suitable task that fits the worker’s skills,
increasing the worker’s rewards and rating, giving employers more qualified
solutions at lower cost without affecting their rating, and raising the task
acceptance rate, which will increase aggregated commissions accordingly.

Mechanism Design

A mechanism design is a set of rules for economic activities. It starts with a
desired outcome in mind and tries to create a mechanism that allows users
to reach this outcome. When we design the mechanism, we cannot control
the players or users’ behavior or decide what they should care about. This
information that we cannot control is called the settings. The settings are
described in the tuple (N,O, θ, P, U), where:

• N is a finite set of n agents or workers.

• O is a set of outcomes or tasks.

• θ = θ1 ∗ θ2 ∗ .....θn is a set of possible joint type vectors, which consist
of the players or the workers’ private information, such as their rating
or previous performance.

• P is a (common prior) probability distribution on θ.

• U = (u1, ...., un) where ui : O ∗ θ → R is the utility function for each
player.
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Given the outcome (tasks) and the type of workers available , the mechanism
is designed to optimize the workers’ utility function. The mechanism is a
pair of actions and map (A,M), where

A : A1 ∗ ....An, where Ai is a set of actions available to the player or the
worker i ∈ N .

M : A→ O maps each action profile to the outcomes.
Thus, we can specify:

1. The action set for the workers.

2. The mapping to the outcomes, over which workers have utility (based
on the recommendation algorithm).

The goal here is for workers and employers to behave in a certain way, reach
certain outcomes that maximize revenue, and reach those outcomes while
not having control over the settings. The trick is to set up the rules of the
mechanism to cause workers and employers to behave the way we want even
though we cannot directly control their actions. Therefore, the rules of the
mechanism are set so that stakeholders acting on their own will achieve the
desired outcomes.

Stakeholders’ Goals

The crowdsourcing recommendation model has three stakeholders, workers,
employers, and the service provider. Each stakeholder has a multi-objective
goal that is weighted differently based on each user. The main goal consists
of satisfying three smaller goals:

The workers’ goal, which is to get tasks that raise their monetary re-
wards and the overall rating, as demonstrated in Section 6.2.1.

The employers’ goal, which is to get more qualified solutions at lower
cost without affecting their rating, as demonstrated in Section 6.2.2.

The service provider’s goal, which is to raise the task acceptance rate,
which in turn will increase aggregated commissions, as demonstrated in
Section 6.2.3.

Contribution
The main contributions of this study are as follows:

1. A model for quantitatively formulating the strategic interaction of the
following stakeholders: employers, workers and the crowdsourcing ser-
vice provider.
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The proposed crowdsourcing model involves two decision makers (work-
ers and employers), where each faces a set of behavioral choices. Each
worker or employer strives to maximize utility (to achieve the most
payoff). The payoff obtained by a given worker depends not only on
the choices that the worker makes but also on the choices made by
employers and other workers.
All workers and employers have opposing interests, causing their be-
havior to be proactive and strategic.

2. Algorithms to compute the recommendation for employers and workers
and a recommendation model composed of:

• Task recommendation for workers.
• Worker recommendation for employers.

In this study, we analyzed all the stakeholders’ behavior in detail from
their history and profiles. Consequently, a hybrid approach between
content-based and collaborative filtering approaches was used. Then,
based on each worker or employer’s characteristics, we recommend the
best choices for workers and employers to optimize certain qualities.

3. A numerical simulation to evaluate the effectiveness of the recommen-
dation.
We evaluated our model with synthesized datasets. To make the
datasets realistic and unbiased, we generated them from two distri-
butions, binomial and uniform, with different scales.

Conclusion
In this Chapter we presented the goal of the recommendation model which
is achieving holistic satisfaction of all stakeholders, workers, employers, ser-
vice provider. Moreover, we describes our main contribution which is the
crowdsourcing recommendation model.
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Chapter 5

Problem Formulation

The actual system that solves this problem should consider k employers post
n tasks to m workers to maximize the commission.

This is not mainly about the money but rather a complex and definitive
matrix of overall platform success. In other words, maximizing the commis-
sions means maximizing the accepted tasks rate, which is a consequence of
satisfying the employers by giving them a qualified solution and satisfying
workers by giving them the associated rewards. This could be achievable by
providing the correct recommendation for both employers and workers.

Stakeholders Role
In the following, we will identify the exact role for each stakeholder in the
crowdsource platform.

Worker

• Lists skills on the profile

• 〈Decision〉 apply for n11 out of n1 tasks that fits the profile.

• 〈Decision〉 completes n1
‘
1 out of n11

• n1
‘
1 <n11 <n1 <n

Employer

• Posts the task.

• 〈Decision〉 allots the task to the best m11 workers out of m1 who
applied for the task.

• 〈Decision〉 pay the m1
‘
1

‘ workers out of m1
‘
1 who submitted the so-

lution to the task.

49



• m1
‘
1

‘ <m1
‘
1 <m11 <m1 <m

5.0.1 Service Provider

• Orders the recommended tasks for the workers.

• Sorts n1 tasks in the order that leads to maximize
∑
c1

The ordering of n1 is a list that looks like
j10 , j11 , j12 , j13 , . . . ., j1n1
The worker accepts tasks with probability
P (j10), P (j11), P (j12), . . . ., P (j1n1

)
Where P (j1y ) ≥ P (j1(y+z))
Where z > 0, Z ∈ I

workflow
In this section, we will provide an overview of the work flow as an interaction
scenario for the stakeholders of the crowdsourcing platform.

• Employers e1, e2, e3, ... register as members.

• Workers w1, w2, w3, ... register as members.

• eh posts tasks aj , aj+1, .. : h, j = 0, 1, 2, .. at time t1, t2, t3, ...

• For each task, employers may specify:

1. The required skills,
2. Monetary rewards, and
3. Time deadline.

• Workers wi, wi+1, wi+2 are qualified for the task aj .

• At time t1, t2, t3, t4, workers wi, wi+2 apply for the task aj as long as
tj+n > tl : l = 1, 2, 3, 4. tj+n is the threshold time when the eh must
respond to the workers who accepted the task with a decision of hired
/ not hired.

• Employer eh removes the task aj from the available tasks after two
conditions are met: 1) the task was allotted to the number of required
workers, and 2) the employer accepted the task from one or more
workers.

• Workers wi, wi+2 completed and submitted their work for the task aj

• Employer eh accepted the work for the task aj from one or more work-
ers, who submitted their work, and paid the associated rewards.
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• In tl second the service provider S made Cl dollars as a commission
for the task aj .1

• Consider another case for task aj1 aj , which finally gives C2 in t2
seconds2.

• In a given duration of time T , maximize
∑
C1 + ..+ Cn

• The probability that the task is completed and the employer accepted
the task is P1.

• The probability that S will get the commission C1 is P1.

The recommendation system should order the task’s recommendation list
to the workers such that the expected cumulative commission is maximized,
which means∑
P1

1C1 + P1
2C2 + ...+ P1

nCn is maximized.

Conclusion
In this Chapter we identified each stakeholder role in the crowdsource plat-
form. Moreover, we described the stakeholder interaction through compre-
hensive scenario.

1C1 is the commission that the service provider grant when the task aj is accepted.
2C2 is the commission that the service provider grant when the task aj1 is accepted.
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Chapter 6

Solution

This Chapter describes a mechanism design based on a multi-objective rec-
ommendation model to achieve holistic satisfaction of all stakeholders.

The Recommendation Model
This section describes the proposed model (Fig. 6.1). It is a multi-objective
problem for both workers and employers. The worker’s goal is to work on
the tasks that maximize the reward and rating during a specified time. The
employer’s goal is to have more qualified solutions, pay less, and decrease
the negative rating. In other words, if the employer hires a large number
of workers for a task, the probability of getting more qualified solutions will
increase. However, the employer in this case will have two choices. First, the
employer could pay for all the workers who submitted qualified solutions,
which will increase the cost. Second, the employer could pay for a subset
of the workers who submitted qualified solutions, which will decrease the
employer’s rating from unsatisfied worker reviews.

The proposed model recommends the optimal choices for each worker
and employer. Accordingly, the accepted tasks rate will be maximized and
the service provider’s goal will be achieved.

There are two cases in the proposed model: Case-0, where workers can
work only on one task at a time, and case-1, where workers can work on
multiple tasks at a time.

Worker Objective

In this section we will demonstrate the worker’s goal in detail.
For each worker wi,

Step one: Find the set of tasks that fits his interest
For each task aj there are required skills Sk[aj ]={sk1, sk2, ..}, and each
worker has a set of skills Sk[wi] = {sk1, sk2, ..}. If Sk[aj ] ⊂ Sk[wi], then
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Figure 6.1: Recommendation Model

aj ∈ Tasks[wi] where Tasks[wi] is the set that contains all the tasks that
fit the worker’s interest.
Step two: Calculate the expected monetary rewards for each task in the list
Tasks[Wi] using Algorithm 1. Considering the history, with weighted con-
sideration of the future expectations, we apply the Discount Factor equation
Eq.(16).
Step three: Calculate the expected rating for each task in the list Tasks[wi]
using Algorithm 2.
Step four: Calculate each task’s type weight using Algorithm 3.
Step five: Recommend tasks to the worker that will maximize the rewards
and rating using Algorithm 4.

Expected Payment (ExP)

Each task aj has a specified monetary reward, deadline, and required skills.
The payment is not guaranteed unless the employer approves the work. Usu-
ally if the submitted work meets all the required specifications, the employer
will approve the worker payment. However, there is no obligation for pay-
ment if the employer refuses to pay. Therefore, the employer’s rating is an
important factor to reflect the employer’s trustworthiness.

From the worker’s history, we can get an expectation of how likely the
worker will be paid for each type of task in the set Tasks[wi]. Moreover,
based on the employer history, we can estimate how likely each employer
will pay the worker.

Calculating the expected payment consists of two steps:
First: From the worker history, calculate the proficiency level of the worker
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in each skill or type of task using the following equations:

Qj : is the probability that worker wi will complete tasks from type j

Qj =
∑
S[tasksj ]∑
H[tasksj ] (6.1)

Where for each worker, S[tasksj ] is the submitted or the completed tasks
from type j, H[tasksj ] is the tasks that the worker was hired to process from
type j

Qj1: is the probability that worker wi will be paid for tasks from type j

Qj1 =
∑
Paid[tasksj ]∑
S[tasksj ] (6.2)

Where Paid[tasksj ] is the accepted tasks from type j
The worker proficiency level in type j tasks is

Prof j = Qj ∗Qj1 (6.3)

Second: Calculate the degree of employer trustworthiness, considering
the worker’s rating as a substantial factor to get more accurate results. For
instance, a review from a five-star worker has more impact than a review
from a two-star worker because more highly rated worker is more trustwor-
thy.

From the employer history:
Qh: is the probability that the employer eh will pay the workers who sub-
mitted the solutions considering the worker’s ratings R[wi] as a weight factor

Qh =
∑
Paid[wi] ∗R[wi]∑
S[wi] ∗R[wi]

(6.4)

where for each task Paid[wi] is the workers who got paid. S[wi] is the
workers who submitted the task.
Then from equations 6.3 and 6.4, we can calculate the expected payment
for each task in the worker’s task list by the following equation:

ExP [aj ] = Prof j ∗Qh ∗Reward[aj ] (6.5)

Where Reward[aj ] is the monetary reward for task aj , Prof i is the pro-
ficiency level of the worker in type j tasks.

Maximize ExP (Wi) =
y∑

i=1
ExP [aj ]

Where y is the number of tasks in the Tasks[wi] set.
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Algorithm 1 Expected Payment
1: INPUT: Tasks set Tasks[wi] = {a1, a2, ..., an}
2: INPUT: Employers who posted this tasks E = {e1, e2, ..., eh}
3: Each task aj is a tuple of three values {rewards, deadline, skills}
4: Task types in Tasks[wi] : Ta = {a1, a2, ..., am}
5: OUTPUT: The expected payment for each task aj in Tasks[wi]
6: First: Calculate the proficiency level for each type of task
7: for all at in Ta do
8: Calculate Qj =

∑
S[tasksj ]∑
H[tasksj ]

9: Calculate Qj1 =
∑

P aid[tasksj ]∑
S[tasksj ]

10: Calculate Prof j = Qj ∗Qj1
11: end for
12: Second: Calculate the employer commitment
13: for all ei in E do
14: Qh =

∑
P aid[wi]∗R[wi]∑

S[wi]∗R[wi]
15: end for
16: Finally: Calculate the ExP for each task aj in Tasks[wi]
17: ExP [aj ] = Prof j ∗Qh ∗Reward[aj ]

Expected Rating (ExR)

The rating system in the crowdsourcing system allows employers and work-
ers to rate each other. Rating is a substantial factor, so it is important to
optimize the rating score. From the employer’s perspective, workers’ ratings
could help decide which worker should be hired. From the worker’s perspec-
tive, rating could help decide which tasks to apply for. As we have described
in the employer rating equation 6.4, the evaluator rating is considered to ag-
gregate the overall rating score. To justify the evaluator rating factor needs,
consider the following example. Because the rating system is mutual as we
explained, a dishonest employer could give workers a bad rating to decrease
their overall rating. This lowered rating would result in workers’ evaluations
not having much effect on the employer’s rating in equation 6.4. However,
if we consider the employer’s rating in evaluating the workers’ ratings, the
rating score could be more trustworthy.

ExR[j] =
∑n

x=1R[ax] ∗R[eh]∑n
x=1R[eh] (6.6)

Where ExR[j] is the expected rating for type j tasks, n is the total
number of type j tasks that the worker has submitted before. R[ax] is the
rating score for task x. R[eh] is the employer eh rating.
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Algorithm 2 Expected Rating
1: INPUT: Task set Tasks[wi] = {a1, a2, a3, ..., an}
2: INPUT: Employers who posted these tasks E = {e1, e2, ..., eh}
3: Each employer has a rating score value R[eh]
4: OUTPUT: The expected rating for each task aj in Tasks[wi]
5: for all aj in Tasks[wi] do
6: Calculate ExR[j] =

∑n

x=1 R[ax]∗R[eh]∑n

x=1 R[eh]
7: end for

Skill Based Workload

From the workers’ history, we can calculate how many tasks each worker can
handle successfully at the same time. In other words, what is the worker’s
appropriate workload based on the task’s type. For example, worker wi

could work successfully on average of three tasks simultaneously when he
is working on programing task, average of two task when he is working on
design task, and so on for each type of task.
For each worker, calculate the appropriate workload for each task’s type j.

For each worker, if there were k1 tasks were being done together during
a given instance si, among which the present task’s type was one, find the
average of the total number of tasks as follow:

L[j] =
∑S

i=1 Paid[aj ]
S

(6.7)

Where L[j] is the worker wi workload for task’s type j, S is the total number
of the instances, and Paid[aj ] is the number of the accepted tasks during
an instance si, considering only the instances which the present task’s type
was one.

By applying Eq.(7) each worker wi will have a different workload for
each task’s type. Each workload will be converted to a weight score by the
following Equation:

Tw[j] = 1
L[j] (6.8)

Where Tw[j] is the worker’s wi weight score for task’s type j.
For example, if the worker wi workload for programming task is 3, that

means he could work efficiently on two more task beside one programming
task and the weight score for programming task will be equal to 0.33.
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Algorithm 3 Task’s Type Weight (Tw)
1: INPUT: worker wi task’s type set Ta = {a1, a2, ..., am}
2: INPUT: Previous instances set S = {si, ..., sn}
3: Each instance si is a tuple of instance’s id and the list of the worker’s

accepted task during this instance.
4: OUTPUT: Tw set which contain the weight score for each task’s type.
5: Int ins-counter = 0, task-counter = 0;
6: for all ai in Ta do
7: ins-counter = 0, task-count = 0;
8: for all si in S do
9: if si contains task from type ai then

10: ins-counter ++ ;
11: task-counter + = the total number of tasks in si;
12: end if
13: end for
14: L[ai] = task-counter / ins-counter ;
15: Tw[ai] = 1/L[ai]
16: end for

Worker Recommendation Task

The worker utility function is Maximize[reward, rating]
It is a multi-objective optimization problem (MOP) with two objectives:
reward and rating. In the literature, researchers have studied MOP from
a different point of view, and so different solution philosophies and goals
exist. There are three main classes for preference MOP, where preference
information is needed to solve the problem. These classes are a priori, a
posteriori, and interactive where a preference information is involved from
the decision maker (DM) in different ways. In the a priori method, the DM
will first determine the preference information, and then the solution will
be found. In the a posteriori method, the solutions will be found first, and
then the DM will choose from them. In the interactive method, the DM’s
preference information will be specified during the computation.

To optimize the worker objectives, the a priori method is used in this
paper. Workers will specify their preference rating score first, which will be
used as a constraint value and solve for maximizing the reward’s value.

New workers could be more interested in building a robust history and
set the rating constraint value to four or five stars in order to increase their
future chances to compete with senior workers, who have a high rating score,
to get hired. However, each worker could set the rating constraint based on
interest.
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Maximizef(x) =
n∑

j=1
Reward[aj ] (6.9)

Subject to R[aj ] ≥ R
Where R is a rating constraint value set by the worker.

There are two cases in the proposed model:
Case-0: Only one task at a time. It can be solved by sorting the tasks based
on the expected payment considering the expected rating as a constraint
value.
Case-1: multiple tasks at the same time. If the worker wants to work on a
set of tasks to maximize his/her objectives during a specified time, dynamic
programming is used to solve the problem.

It becomes a knapsack problem where we try to maximize the value
within the time limit considering the weight score for each task from Algo-
rithm 4 where the total weight score should be equal or less than one. The
following is an illustrated example:

If the worker has the matched tasks set as in Table 1, by applying the
Tw Algorithm 4, the tasks demonstration during the time period is shown
in Figure 6.2.

Table 6.1: Task List

Task Type Deadline Twi ExP
1 Programming 30 0.33 300
2 Programming 90 0.33 600
3 Web design 120 0.5 500
4 Web design 60 0.5 400
5 Programming 30 0.33 250
6 Web design 90 0.5 300

The Worker Recommendation Task algorithm uses dynamic programing
for the knapsack problem [81], where KnapSack(ExP, Tw, n, T ) = recom-
mended task set, ExP is the item value, Tw is the weight value, n is the
number of items, and T is the total weight.

Employer Objective

In this section, we will demonstrate in detail the employer’s goal. The
employer objective is to obtain more qualified solutions for the payment ex-
pended and rating awarded. Hiring more workers could increase the chance
of receiving a better solution. Consequently, the two main objectives, which
are cost and rating, will have a negative effect as we described in section 1.
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Algorithm 4 Worker Recommendation Task
1: INPUT: Task set Tasks[wi] = {a1, a2, ..., ak}
2: INPUT: ExP = {ExP [a1], ExP [a2], ...}
3: INPUT: ExR = {ExR[a1], ExR[a2], ...}
4: INPUT: Tw = {Tw[a1], Tw[a2], ...}
5: INPUT: minimum rating constraint R
6: INPUT: Time to optimize TL.
7: OUTPUT: The recommended tasks
8: Wi = ∅
9: for all aj in Tasks[wi] do

10: if ajdeadline > TL then
11: exclude aj

12: end if
13: if ExR[aj ] > R then
14: add ajtoWi

15: end if
16: end for
17: if Worker works on one task at a time then
18: Sort Wi based on ExP [aj ] in decreasing order
19: else
20: TaskSet = KnapSack (ExP, Tw, n, T)
21: end if
22: Print TaskSet
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Figure 6.2: Task list

The employer objectives could be optimized by choosing fewer qualified
workers. By doing so, we will decrease the number of unsatisfied (due to
not being compensated as per their expectation) workers, which could cause
negative ratings and decrease the rewards.

Another important factor is the worker’s current workload. Some work-
ers may apply for a large number of tasks and then choose a subset of these
tasks to process. Some other workers may choose to work on a large number
of tasks, which could decrease the quality of the task solution.

To address the employer objectives, we will tackle the aforementioned
factors as follows:

First, for each task aj posted by employer eh, k workers will apply. Each
worker wi will have a proficiency level for this kind of task from equation 6.3.
Moreover, each worker has a rating score based on employers’ evaluations.
Then, for each worker, we calculate the potential success (PS) by

PS = Prof i ∗R[wi]
Let x be the number of workers for task aj .The expected expenditure
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for task aj is

F (x) = Minimizex[Maximize
k∑

i=1
Prof i ∗R[wi](Reward[aj ])] (6.10)

The employer objective function will be
Maximize [workdone− payment− negativerating]

Second, from the workers’ current processing tasks, we can get the cur-
rent worker’s workload based on each task’s weight score in section 5.1.3.

If the worker wi current workload (CW) is 0.75, that indicates the worker
still could work efficiently on more tasks. However, if the CW of another
worker wj is 0.0, it indicates worker wj could process the task better because
the worker has more time compared with wi considering an equivalent or
comparable PS score for both workers.

Finally, to optimize the employer objectives, the service provider needs
to recommend workers with a higher PS score and a lower CW. To solve
this MOP, the interactive method is used as follows:

1. Employer eh sets the number of the required workers.

2. The service provider will find all the non-dominated solutions as de-
scribed in the Worker Recommendation List Algorithm.

3. Based on this list, the employer eh will reset the number of required
workers.

The service provider will recommend the employer to choose at least two
qualified workers and some new workers who are willing to build a history.
Hiring new workers could increase the chance of getting better solutions
in terms of increasing the number of workers, but it does not have much
negative effect on the employer rating because they do not have a sufficient
rating score.

Employers will set their own parameters to optimize their goal based
on the applicants’ PS and CW. If there are two 0.9 applicant workers, the
employer could set the number of required workers to two plus some new
workers to help them in building a history. However, if the applied worker
has a lower PS and higher CW, the employer could increase the number of
required workers. The mutual rating system could contribute to minimizing
employing unnecessarily large numbers of workers and wasting their time
processing a task with a low chance of acceptance.
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Algorithm 5 Worker Recommendation List
1: INPUT: Workers set W = {w1, w2, w3, ..., ak}
2: Each worker wi has a proficiency score Profi and rating score R[wi]
3: Each worker wi has a CW
4: ND list = ∅
5: OUTPUT: List of all the non dominated workers
6: for all wi in W do
7: Calculate the PS: PS[wi] by Profi ∗R[wi]
8: end for
9: for all wi in W do

10: if PS[wi] > PS[wi−1] then
11: if CW [wi] < CW [wi−1] then
12: Add Wi to ND
13: end if
14: end if
15: end for
16: for all wi in W do
17: if CW [wi] < CW [wi−1] then
18: if PS[wi] > PS[wi−1] then
19: Add Wi to ND
20: end if
21: end if
22: end for
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Service Provider Objective

The service provider objective is to maximize the aggregated commission by
listing the recommended tasks to the workers and the recommended workers
to the employers.
Sh : Probability of worker wi will apply for task aj

Sh1 : Probability of worker wi will get the task aj

S‘
h1 : Probability of worker wi will complete the task aj

S‘‘
h1
: Probability of worker wi will get paid for task aj

MaximizeTask(aj) =
y∑

i=1
ShSh1S

‘
h1S

‘‘
h1(C)

Where C = the commission that aggregated for task aj .
The service provider utility function is

Maximize [commission - negative employ rating - negative worker rating]

Discount Factor

We get the value of ’n’– the depth of history we are going to consider – from
the demography in the system. We consider the history of similar tasks
until the effect of that state becomes less than ε in terms of probability. In
other words, the effect of that state is no more than random on the present
state. If most workers completed three tasks one after another, we would
get n = 3, which means we are going to consider three history records.

Once we have the n, we can calculate the discount factor β. The dis-
count factor is needed because we are considering that what happened in
the recent past is more influential on the worker’s future attitudes.

β + β

2 + β

3 + ...+ β

n
(6.11)

From equation 6.11, we can get the value of β

β = 1
1 + 1

2 + 1
3 + .. 1

n

(6.12)

We are looking for the probability of worker wi getting payed for job ji
now.

P (ε(ji−1) = β0 ∗ P (ε(ji) + β1 ∗ P (ε(ji1) + ..βn ∗ P (ε(ji−n) (6.13)

Where
n∑

k=1
βk = 1

n∑
k=1

βkP (ε(ji−K+1) (6.14)
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Where
n∑

k=1
βk = 1

Conclusion
In this chapter, we presented a mechanism design capable of achieving holis-
tic satisfaction using a multi-objective recommendation model that recom-
mends the optimal choices for each worker and employer. The model is
designed as an interactive system, where each worker and employer can set
the parameters that meet their goals. We used a hybrid approach that
combines content recommendation and collaborative filtering.

The model has addressed the goals of all three stakeholders (the worker,
the employer, and the service provider) through a comprehensive history
analysis for each worker and employer. This information is then used in a
dynamic algorithm that seeks to maximize the benefit to all stakeholders
with some preference constraints specified by each stakeholder.
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Chapter 7

Cold Start Problem

In a situation where there is a new worker, new employer, or new type
of task, traditional recommendation systems cannot provide a proper rec-
ommendation due to a lack of required information. This is a well-known
problem in recommendation systems called the cold start problem.

There are two main categories of recommendation systems [31]: The
content-based approach and the collaborative filtering approach. Collabo-
rative filtering outperforms the content-based approach in providing more
diverse recommendations, while the content approach provides overspecial-
ized recommendations. However, the major drawback of collaborative filter-
ing is the cold start problem.

The proposed crowdsourcing recommendation model is a hybrid sys-
tem that combines these two approaches to overcome their limitations (as
mentioned in Chapter 1) and to provide more accurate recommendations.
However, the model still has some cases that face the cold start problem.

There are several studies in the literature dedicated to solving this prob-
lem but most of them suffer from scalability issues. In addition, the cold
start problem in the crowdsourcing paradigm has not been well studied [96].

The most common solution is based on matrix factorization. In this so-
lution, the recommendation model extracts features from each stakeholder.
Each item is represented by a set of features denoted as a vector, and each
user is represented by a set of features with a rating score for each feature.
The rating score could be produced from worker history, demographic infor-
mation, a social network, or explicit questions. Next , all this information is
combined linearly in a unified rating vector [64] or by assembling indepen-
dent rating vectors [66]. then, the recommendation system will recommend
the items with features favorable to each user [64, 96, 97, 56, 67, 61].

This kind of solution cannot address the cold start problem efficiently in
the case of a new worker, new employer, or new task because of the lack of
features needed to produce a rating score.

This study proposes a different approach to solve this problem by adding
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a simple technique without any negative effect on scalability.

New Worker
In our proposed recommendation model, workers get task recommendation
based on explicit factors in the form of listed skills and implicit factors from
their proficiency and rating scores, as well as the employer’s trustworthiness
score. The worker proficiency and rating scores are deduced from worker
history.

New workers will get task recommendations based on the skills listed in
their profiles. However, the probability for new workers to get hired is low
compared to workers who have a longer history.

Employers will get a worker recommendation list based on the workers’
potential for success (see Section 5.2.2).

To help new workers build their work history, we suggest two kinds of
hiring requests:

1. Paid hiring request, which is the regular hiring request.

2. Evaluation hiring request. New workers can apply for evaluation hiring
request to build their working history to increase the probability of
getting paid hiring approval in the future.

In an evaluation hiring request, employers rate workers and choose whether
to accept or not accept. That means if the workers was being paid hired,
would the employer paid the associated reward or not. This information
is needed to build the workers’ proficiency score and rating score to decide
his potential success score (see Section 5.2.2). Consequently, the workers’
probability of getting paid hiring requests will increase.

Overspecialized

Workers get recommendations based on their past performance for each
listed skill in their profile. However, if workers start in processing type j1
task, their proficiency score will change in this specific type based on their
performance regardless of the other types. In this case, workers will get
stuck in one type of task recommendation, which is called the overspecial-
ized recommendation problem.

To overcome the overspecialized recommendation problem and broaden
the task recommendations, workers can apply for evaluation hiring in other
types of tasks to build their work history in their other skills.
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[wi] = Max[
J∑

j=0
Prof j ∗R[j]] (7.1)

Where J is worker’s wi number of skills.

New Employer
The essential factor for employers is their trustworthiness, which is measured
based on employer history (see Section 5.2.1). As mentioned in Chapter 1
and section 5.2.1, in crowdsourcing, there is no payment obligation. Em-
ployers can hire any number of workers to process their tasks and then pay
for a subset of workers who submitted a good solution.

Employers eh pay for Wy ⊆Wx ⊆Wj ⊆Wi.

Where:
Wy is the set of paid workers.
Wx is the set of workers who submitted a good solution.
Wj is the set of workers who submitted a solution.
Wi is the set of hired workers.

The goal isMin[Wi−Wy] which means minimizing the number of unpaid
workers by recommending the right workers for each task. Workers prefer
to work with trusted employers to increase the probability of getting paid.

To overcome the new employer problem, we need a new kind of task
that only hires experienced workers. Experienced workers are workers with
a high proficiency score in a particular skill. The new kind of task is called
an evaluation task.

To promote tasks posted by a new employer, the new employer needs to
post an evaluation task request and hire an experienced worker to evaluate
the workers’ solutions as a trust factor. The evaluator is granted access to re-
ward control in order to issue the payment request. Then, the new employer
posts the task along with the evaluator. After solving the trustworthiness
problem, workers will be more willing to apply for this task.

If the new employer accepts the task from one or more workers, the
evaluator will be paid for his/her contribution to increase the employers
trustworthiness. If the new employer refuses to pay any worker who has
submitted a solution, the task solution will be transferred to the evaluator.
If the evaluator decides to reject the task, no further action is required. If
the evaluator decides to accept, he/she can issue the payment order to the
worker who submitted the best solution and rate the employer.
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New Task
Each type of task is associated with one or more skills. A new kind of task
here means a task that requires a new skill. If the skill is listed in some
workers’ profiles, the task with this particular skill will be recommended to
them.

If a task type is new, it means no task of this type has been posted
before. Consequently, many workers may not list this skill in their profile
even if they have this skill and thus miss the opportunity to work on this
type of task.

To solve this problem, we used a user-based collaborative filtering ap-
proach to endorse the new skill to similar workers.

The collaborative filtering approach is built on three main assumptions
[95]:

1. People have similar tastes and interests.

2. Their tastes and interests are stable.

3. We can infer their interests from their previous behavior.

Collaborative filtering is designed based on a comparison between users’
behavior in order to find similar users, called neighbors, and according to
the user’s neighbours, we can predict user preferences.

The first step in the collaborative filtering algorithm is to have the users’
history profile and then represent it as a rating matrix where each row
represents a worker and each column represents a skill. The value in the
intersection contains the proficiency score for worker wi in skill skj . The
missing value of a rating score at an intersection indicates that worker wi

does not have this skill or did not list it in his/her profile.
An example would be if we had 10 workers with 4 skills sk1, sk2, sk3, sk4

or task types and a new skill sk5 that we wanted to promote (see Table 1).
First, new task is recommended to the workers who already list the new

required skill in their profiles. Then, if they agree to work on this task, the
value of the intersection in the workers’ rating matrix will be set to one, and
if they reject it, it will be set to zero.

Second, for the users who did not list the skill in their profile, their
nearest neighbors will be found by calculating the similarity between users.
There are many ways to measure this similarity. We chose to use the Co-
sine similarity measure method [95], which is calculated by the following
equation:

sim(x, y] =
∑

s∈Sxy
rx,s, ry,s√∑

s∈Sxy
r2

x,s

√∑
s∈Sxy

r2
y,s

(7.2)
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Table 7.1: Workers Rating Matrix

Workers sk1 sk2 sk3 sk4 sk5
w1 0.9 0.8 - 0.5 -
w2 0.7 0.6 0.4 - -
w3 0.8 0.7 - - 1
w4 0.9 0.7 0.6 - 1
w5 0.7 0.8 0.5 - 0
w6 0.4 0.8 0.7 0.5 0
w7 0.8 0.9 0.8 - -
w8 0.7 0.6 0.8 0.5 -
w9 0.8 0.8 0.5 - 1
w10 0.8 0.6 - 0.9 -

Where rx is proficiency score of user x on skill s, and ry is proficiency
score of user y on skill s. Sxy indicates the skill that is common between
users x and y.

The third step is to calculate the potential that workers will accept the
new skill by creating a weighted average of the neighbors’ reaction to the
new type of task via the following equation:

rx,s = r̄x +
∑

y∈Sxy
(ry,s − r̄x)sim(x, y)∑
y∈Sxy

sim(x, y) (7.3)

Where r̄x is the average reaction of user x. If the average reaction ≥ 0.5,
the majority of the user’s neighbors agree to work on the new task and the
skill will endorse to user x. In other words, the skill will be suggested to
user x so that they can accept or reject it as a skill they have.

Finally, if the new skill is not listed in any of the workers’ profiles, the
skill will endorse to all workers to either confirm or reject this skill. In other
words, all workers will be given the option to confirm or reject this skill.

Conclusion
This chapter addressed the overspecialization and cold start problems, which
prevent the recommendation system from providing sufficient recommenda-
tions for new workers, employers, and task types by presenting a new type
of hiring request and using the user-based collaborative filtering approach.
Moreover, we adapted the LinkedIn [85] technique of recommending new
skills to neighbors.
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Chapter 8

Testing and Analysis

In this chapter, we describe an experiment that simulates the crowdsourcing
paradigm. Our experiment is designed to address three questions:

1. How does the proposed method compare with baseline and state-of-
the-art approaches?

2. What is the computational complexity of the proposed recommenda-
tion model?

3. How scalable is the proposed model?

To demonstrate the superiority of our proposed model, we chose two models
as a baseline for the comparison: the traditional model and the most recently
published model.

Baseline Model
The traditional model use greedy algorithm to recommend the highest re-
ward tasks that match workers’ skills. The most recent recommendation
system in crowdsourcing relies on matrix factorization based on worker per-
formance history and worker task searching history [94].

Data Set
The data needed to evaluate our proposed model requires the complete
worker history and employer history. To the best of our knowledge, such
data is only accessible by the crowdsourcing administrators and is not pub-
licly available.

We evaluated our model with synthesized datasets. To make the datasets
realistic and unbiased, we generated them from two distributions, binomial
and uniform, with different scales. Table 1 shows the characteristics of the

70



synthesized datasets. Binomial distributions were chosen because each sub-
mitted task has only two possibilities, accept or reject. The rating value was
generated using discrete uniform distribution, yielding integers only. The
datasets generated are implemented using numpy.random sampling mod-
ule in Python [numpy]. With this module, the generated data can be
customized randomly from any distribution with specified parameters. Ex-
periments were conducted on a standard desktop PC (Quadcore Intel i7
CPU@3.5 GHz).

Table 8.1: Characteristics of Datasets

Dataset Dist. Task Category Worker Employer
D1 binomial 1000 5 50 50
D2 binomial 5000 10 100 100
D3 uniform 1000 5 50 50
D4 uniform 5000 10 100 100

Experimental Procedure
First, we evaluated the workers’ objectives. For the comparison goals, we
compared the reward average of five randomly selected workers in each
model. Each worker had different proficiency and rating scores associated
with each skill.

In our model, we calculate the expected rewards and rating. However, in
the crowdsourcing paradigm, payment is not guaranteed as described earlier.
To simulate the crowdsoursing paradigm, we designed a stochastic program
that runs 10, 20, and 50 times, each time with a possibility of acceptance
or rejection based on the employer’s commitment score and the worker’s
proficiency score. In each run, a random number will be generated. If the
number is between zero and the potential acceptance score, the task will
be considered accepted; otherwise, it will be rejected. Then, the number
of accepted times will be multiplied by the actual rewards. Finally, we
calculate the reward’s average. The potential acceptance is calculated by
multiplying the employer’s commitment score by the worker’s proficiency
score as described earlier in the algorithms.

We ran the simulation 10, 20, and 50 times on each dataset, and com-
pared the average rewards for the selected workers in the proposed model
with the average rewards of the same workers in the two baseline models.
In Baseline 1, a greedy approach was used to choose the set of tasks that
would maximize the worker’s objectives. In Baseline 2, the worker’s per-
formance was considered and tasks would be recommended based on the
worker’s previous performance. To evaluate the potential acceptance in the
baseline models, we considered additional information consisting of the em-
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(a) Workers’ Reward Average in D1 (b) Workers’ Reward Average in D2

(c) Workers’ Reward Average in D3 (d) Workers’ Reward Average in D4

(e) Overall Rewards Average in each
Dataset

Figure 8.1: Evaluating the Workers’ objectives

ployer’s commitment score and the worker’s proficiency score. The following
fugues shows the average rewards for the selected workers in dataset D1 Fig.
3(a), dataset D2 Fig. 3(b), dataset D3 Fig .3(c), dataset D4 Fig .3(D). The
average rewards for all selected workers in each dataset is shown in Fig.
3(E).

Second, we evaluated the employers’ objectives. For the comparison
goals, we randomly selected five employers and for each employer we ran-
domly selected one task. To evaluate the employers’ objectives, we compared
their potential satisfaction with hiring each worker for the selected task.

To simulate the employer’s role, we ran the simulation 10, 20, and 50
times on each dataset, the simulation calculating the probability of the po-
tential satisfaction for each selected employer. Each time had a possibility
of worker success or failure based on the worker’s PS for task aj . In each
run, a random number was generated. If the number was in the interval of
the worker’s success range based on the PS[aj ] score, the task was consid-
ered accepted and the worker succeeded. Then, the program calculated the
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(a) The Probability of Employers’ PS in
D1

(b) The Probability of Employers’ PS in
D2

(c) The Probability of Employers’ PS in
D3

(d) The Probability of Employers’ PS in
D4

(e) The Probability of Overall Employ-
ers’ PS in each Dataset

Figure 8.2: Evaluating the Employers’ objectives

average of the worker’s successful outcomes. After running the program 10,
20, and 50 times, the success average for each worker was calculated and
compared with the baseline for the employer recommendation system, which
recommends workers with the highest rating scores. The following fugues
shows the probability of the employers satisfaction for the recommended
workers in dataset D1 Fig. 4(a), dataset D2 Fig. 4(b), dataset D3 Fig .4(c),
dataset D4 Fig .4(D). The average rewards for all selected workers in each
dataset is shown in Fig. 4(E).

Illustrated Example
Data set consists of ten tasks from five categories posted by three employ-
ers for four workers. Employers have different rating scores {5, 3, 4} and
different commitment scores {0.90, 0.70, 0.80}, respectively. Workers have

73



different proficiency scores and different rating scores for each skill. The
evaluation consists of two parts.

First, we evaluate the worker objectives.
For the comparison goals, we will compare the reward average of one worker
in each model. This worker has three skills in his profile {Programming,
Web Design, Graphics} each one associated with a proficiency level score
{0.8, 0.7, 0.85} and a rating score {4, 3, 5}, respectively.

Table 8.2: Posted Tasks

Tasks Category Employers Reward Deadline
1 Programming e1 550 30
2 Web Design e2 400 90
3 Algorithm e3 300 60
4 Database e2 600 70
5 Algorithm e1 400 30
6 Web Design e3 600 120
7 Web Design e1 500 60
8 Programming e2 350 30
9 Programming e2 560 90
10 Programming e1 559 110

First, the tasks will be filtered to match the workers’ skills. Then by
applying the expected payment algorithm 1, expected rating algorithm 2,
and task type weight algorithm 3. The task’s list is represented in Table 3.

Table 8.3: Processed Data

Tasks e.Comm. W. Prof. ExP ExR Tw
1 0.9 0.8 396 4 0.33
2 0.7 0.7 196 3 0.5
6 0.8 0.7 336 3 0.5
7 0.9 0.7 315 3 0.5
8 0.7 0.8 196 4 0.33
9 0.7 0.8 313 4 0.33
10 0.9 0.8 402 4 0.33

Case-0: Only one task at a time.

If the worker chooses the recommended task (task 10), which has the
highest expected payment, the potential acceptance will be 0.72 . To sim-
ulate this fact, in each run, a random number will be generated. If the
number is between zero and the potential acceptance score, the task will be
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considered accepted; otherwise, it will be rejected. Then, the number of ac-
cepted times will be multiplied by the actual rewards. Finally, we calculate
the reward’s average.

We ran the simulation 20, 50, and 100 times, and the average reward
was between $397 and $446. We compared this average with the average of
the traditional recommendation system, which chooses the highest rewards.
As Table 1 shows, the recommended task will be task 6. Considering the
additional information, which are the employer’s commitment score and the
worker’s proficiency score, the potential acceptance is 0.8 multiplied by 0.7
and is equal to 0.56. The acceptance range will be in the interval between
zero and 0.56. Then, by applying the same steps for running the proposed
model, the average reward was between $240 and $326.

The same procedure was used to test the recent work, which considered
the worker performance history. The recommended task will be task 9 and
the average reward was between $279 and $360.

Case-1: Multiple tasks at the same time.
Assuming that the worker chooses to maximize his/her objectives with a
three-stars rating constraint, we will compare the three approaches as fol-
lows:

In the traditional recommendation system, a greedy approach is used
to choose the set of tasks that will maximize the worker’s objectives. Only
task 6 will be recommended, which has the highest rewards. However, the
potential acceptance rate for this task is 0.56 based on the worker’s and em-
ployer’s history information. Based on this information, the average reward
is $336.

In the most recent approach where the worker’s performance is consid-
ered, task 9 and task 1 will be recommended. The potential acceptance for
the two tasks are 0.56 and 0.72, respectively. Considering the four possibili-
ties, which are (accept task 9 and task 1), (accept task 9 only), (accept task
1 only), and (reject the two tasks), the average reward is $354.

In our proposed approach, task 10, task 1, and task 8 will be recom-
mended with potential acceptance rates of 0.72, 0.72, and 0.56, respectively.
Considering the eight possibilities, which are (accept task 10, task 1 and
task 8), (accept task 10 and task 1), (accept task 10 and task 8), (accept
task 1 and task 8), (accept task 10), (accept task 1), (accept task 8), and
(reject the three tasks), the average reward is $497.

Second, to evaluate the employers’ objectives, we compared the em-
ployer’s potential satisfaction for hiring each worker. For a specific task
from type programming, for example, four workers have applied with differ-
ent proficiency scores {0.9, 0.9, 0.7, 0.8} and different ratings {5, 5, 4, 3.5}
respectively for programming skills. Moreover, each worker has an LP score
{1, 0.5, 0.5, 0} as shown in Table 4.
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Table 8.4: Applicant List

Worker Prof. Rating Rating in percentage LP
1 0.9 5 1 1.0
2 0.9 5 1 0.5
3 0.7 4 0.8 0.5
4 0.8 3.5 0.7 0.0

The proposed recommendation model will calculate the PSaj , which is
the potential success for the task aj for each worker who applied for the task
aj as shown in Table 5.

Table 8.5: Worker Success Probability

Worker PS LP Freetime(1− LP ) PSaj

1 0.9 1.0 0.0 0.0
2 0.9 0.5 0.5 0.45
3 0.56 0.5 0.5 0.28
4 0.56 0.0 1.0 0.56

The proposed recommendation system will recommend workers w2 and
w4 in the first place. To simulate the employer’s role, the designed program
will calculate the probability of the potential employer satisfaction. The
program runs several times, each time with a possibility of worker success
or failure based on the worker’s PS for task aj . In each run, a random
number will be generated. If the number is in the interval of the worker’s
success range based on the PSaj score, the task will be considered acceptable
and the worker succeeds. Then, the program calculates the average of the
worker’s successful outcomes. After running the program 20, 50, and 100
times, the success average for each worker is presented in Table 6.

Table 8.6: Applicant Success Average

Worker Success Average
4 0.65
2 0.58
3 0.30
1 0.0

However, that does not mean the failure of worker 1 is guaranteed even
though his/her success average is 0.0. The formula gave an estimate based
on the worker history.
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The baseline for employer recommendation systems is to recommend
workers with the highest rating scores. Based on this, the recommended
worker list will be {1 ,2} in the first place then 3 then 4. In this case, there
will be no preference to hire worker 2 over 1, which means the employer
will have a 45% less chance to get a completed task if he/she chose to hire
worker 2 over worker 1. The probability of the employer choosing worker 2
is 50%.

Computation Complexity and Scalability
The computational complexity for the proposed algorithms is O

(
nW

)
. All

the history building components, such as employer commitment and worker
proficiency, can be calculated in a constant time after each submitting pro-
cess for the workers and employers involved. The computation complexity
of the expected payment and expected rating algorithms is O

(
n
)
because

we have one loop that runs n times, which contains some equations that run
constantly. The time complexity for the dynamic solution of the knapsack
problem is O

(
nW

)
, where n is the number of tasks that match the worker’s

skills, and W is the total time during which the worker chose to maximize
his/her objectives.

Conclusion
The experimental simulate the crowdsurce paradigm to evaluate the stake-
holders’ objectives on a synthesized dataset. The experimental simulation
showed the superiority of the proposed model compared with two other
baseline models.
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Chapter 9

Future Work

We have proposed a multi-objective recommendation model for the crowd-
sourcing paradigm. The model has addressed the satisfaction of all major
stakeholders, including workers, employers, and the service provider. The
model met stakeholders’ objectives by (1) recommending tasks to workers
that will maximize their monetary rewards and rating; (2) recommending
the best workers to employers, who will minimize overall cost and increase
the employer’s rating; and (3) raising the task acceptance rate, which will
increase the aggregated commissions. The model is designed as an interac-
tive system where every worker and employer can set the parameters that
meet their goals. All previous crowdsourcing recommendation systems are
designed to address only one stakeholder , either the worker or the employer.
Moreover, no previous crowdsourcing recommendation systems have consid-
ered the other party’s behavior to provide more qualified recommendations
as we have done.

The experimental simulation showed the superiority of the proposed
model compared with two other baseline models.

Our model uses a one-shot game where the decision is made simulta-
neously [7]. However, in the future, we plan to use a sequential game [68]
where one player makes a decision and then based on that decision, the other
player will make a decision. In this model, a recommendation decision will
be provided in each stage. In other words, a list of recommended tasks will
be given to the worker. Then, after the worker has made a choice, he/she
will apply to the recommended set of tasks or part of this set. After that,
the employer will decide which workers to hire. The workers who applied
to a large number of tasks will have less potential to work properly on each
task. Thus, hiring workers who applied to fewer tasks will result in a higher
potential for success.

Moreover, adding priority decisions could also be considered. For exam-
ple, if a worker prefers working on the same type of tasks each time, that
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could make those tasks easier to perform.
Crowdsourcing is still considered a new and developing approach, espe-

cially for macrotasks as mentioned in Chapter 2. This study has provided
an intensive theoretical examination of the proposed crowdsourcing recom-
mendation system and evaluated the model using a numerical simulation.

In the future, we plan to implement a framework for macrotask crowd-
sourcing that applies our recommendation model with strategic rules to
improve solution quality (which is the major drawback in the current crowd-
sourcing platforms).
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Chapter 10
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Chapter 11

Appendix

Appendix A: Experimental code
Java code for case 0 and case1 experiment.
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worker.java

1 package Recommendation;
2
3 import java.io.File;
4 import java.io.FileInputStream;
5 import java.io.FileNotFoundException;
6 import java.util.Random;
7
8 import org.apache.poi.xssf.usermodel.XSSFSheet;
9 import org.apache.poi.xssf.usermodel.XSSFWorkbook;

10 import java.util.Arrays;
11
12
13 public class worker {
14
15
16 // Case 0: Workers works on one task at a time
17 public static void main(String[] args) throws Exception {
18 // TODO Auto-generated method stub
19
20 double prof[] =  new double[5];
21 int rating[] = new int[5];
22 int TW[] =  new int[5];
23
24
25 double EmployerComm[] =  new double[50];
26 int EmployerRating[] = new int[50];
27
28
29 int TaskType[] = new int[1000];
30 int TaskEmployer[] = new int[1000];
31 int TaskReward[] = new int[1000];
32
33
34
35 File src = new File("C:\\Users\\Eiman\\Documents\\workspace\\Book1.xlsx");
36
37 FileInputStream fis = new FileInputStream(src);
38
39 XSSFWorkbook wb = new XSSFWorkbook(fis);
40
41 XSSFSheet sheet1 = wb.getSheetAt(0);
42
43 XSSFSheet sheet2 = wb.getSheetAt(1);
44
45 XSSFSheet sheet3 = wb.getSheetAt(2);
46
47 XSSFSheet sheet4 = wb.getSheetAt(3);
48
49 XSSFSheet sheet5 = wb.getSheetAt(4);
50
51      Random rr = new Random();
52      int worker1= 1+ rr.nextInt(50);
53      
54     System.out.println(worker1);
55      
56      for(int i = 1 ; i<=5; i++)
57 {
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worker.java

58 double data0 = sheet1.getRow(worker1).getCell(i).getNumericCellValue();
59 data0 = round(data0, 2); 
60 prof[i-1]= data0;
61 //System.out.println("The data is" + prof[i-1]);
62 }
63
64      
65      for(int i = 1 ; i<=5; i++)
66 {
67 double data1 = sheet2.getRow(worker1).getCell(i).getNumericCellValue();
68 //data1 = round(data1, 2); 
69 rating[i-1]= (int)data1;
70 //System.out.println("The data is" + rating[i-1]);
71 }
72
73      for(int i = 1 ; i<=5; i++)
74 {
75 double data2 = sheet3.getRow(worker1).getCell(i).getNumericCellValue();
76 //data2 = round(data2, 2); 
77 TW[i-1]= (int)data2;
78 //System.out.println("The data is" + TW[i-1]);
79 }
80
81      for(int i = 1 ; i<=50; i++)
82      {
83      double data3 = sheet4.getRow(i).getCell(1).getNumericCellValue();
84 data3 = round(data3, 2); 
85 EmployerComm[i-1]= data3;
86 //System.out.println("The data is" + EmployerComm[i-1]);
87      
88      }
89      
90      
91      for(int i = 1 ; i<=50; i++)
92      {
93      double data4 = sheet4.getRow(i).getCell(2).getNumericCellValue();
94 //data3 = round(data3, 2); 
95      EmployerRating[i-1]= (int)data4;
96 //System.out.println("The data is" + EmployerRating[i-1]);
97      
98      }
99      

100      
101      for(int i = 1 ; i<=1000; i++)
102      {
103      double data5 = sheet5.getRow(i).getCell(1).getNumericCellValue();
104 //data3 = round(data3, 2); 
105      TaskType[i-1]= (int)data5;
106 //System.out.println("The data is" + TaskType[i-1]);
107      
108      }
109      
110      for(int i = 1 ; i<=1000; i++)
111      {
112      double data6 = sheet5.getRow(i).getCell(2).getNumericCellValue();
113 //data3 = round(data3, 2); 
114      TaskEmployer[i-1]= (int)data6;
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115 // System.out.println("The data is" + TaskEmployer[i-1]);
116      
117      }
118      
119      for(int i = 1 ; i<=1000; i++)
120      {
121      double data6 = sheet5.getRow(i).getCell(3).getNumericCellValue();
122 //data3 = round(data3, 2); 
123      TaskReward[i-1]= (int)data6;
124 //System.out.println("The data is" + TaskReward[i-1]);
125      
126      }
127      
128      
129      int a,b,c,e,g,f;
130      double d,h;
131      double EXP[] = new double[1000];
132      int EXR[] = new int[1000];
133      int WTW[] = new int[1000];
134      
135      
136      
137      for(int i = 0 ; i<1000; i++)
138      {
139     
140      a  = TaskType[i];  
141      b = TaskEmployer[i];
142      c=  TaskReward[i];
143      d = prof[a-1];
144      
145     // System.out.println("test d" + d);
146      
147      e = rating[a-1];
148      f = TW[a-1];
149      h = EmployerComm[b-1];
150      g= EmployerRating[b-1];
151      
152      EXP[i] = d*h*c;
153      
154     // System.out.println("test exp" + EXP[i]);
155      EXR[i] = (e+g)/2;
156      WTW[i] = f;
157      
158     // System.out.println("test WTW" +  WTW[i]);
159      
160      }
161      
162     ///////////////////////////////////////////////////////
163      int taskNumber[] = new int[1000];
164      
165      for(int i = 0;i<1000;i++)
166      {
167      taskNumber[i]= i+1;
168      }
169      
170      double temp1;
171      int temp2,temp4,temp3;
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172      for (int i = 1; i < 1000; i++) {
173       for (int j = i; j > 0; j--) {
174        if (EXP[j] < EXP [j - 1]) {
175        
176         temp1 = EXP[j];
177         temp2 = EXR[j];
178         temp3 = WTW[j];
179         temp4 = taskNumber[j];
180         
181         EXP[j] = EXP[j - 1];
182         EXR[j] = EXR[j - 1];
183         WTW[j] = WTW[j - 1];
184         taskNumber[j] = taskNumber[j - 1];
185         
186         
187         EXP[j - 1] = temp1;
188         EXR[j - 1] = temp2;
189         WTW[j - 1] = temp3;
190         taskNumber[j - 1] = temp4;
191         
192        }
193       }
194      }
195     
196      for(int i =0;i<1000;i++)
197      {
198      System.out.println("test exp" + EXP[i]);
199      }
200      
201      System.out.println("Worker recommended task is task number  "+ taskNumber[1000-1]);
202     // System.out.println("with expected payment  "+ EXP[0]);
203      
204      
205      
206      ////////////////////////////////////////////////////////
207      
208      
209
210 wb.close();
211
212 }
213
214 public static double round(double value, int places) {
215     if (places < 0) throw new IllegalArgumentException();
216
217     long factor = (long) Math.pow(10, places);
218     value = value * factor;
219     long tmp = Math.round(value);
220     return (double) tmp / factor;
221 }
222
223 }
224
225
226
227
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1 package Recommendation;
2
3 import java.io.File;
4 import java.io.FileInputStream;
5 import java.io.FileNotFoundException;
6 import java.util.Random;
7
8 import org.apache.poi.xssf.usermodel.XSSFSheet;
9 import org.apache.poi.xssf.usermodel.XSSFWorkbook;

10 import java.util.Arrays;
11
12
13 public class Case1 {
14
15 // Case 1: Workers works on a set of tasks at the same time
16
17 public static void main(String[] args) throws Exception {
18 // TODO Auto-generated method stub
19
20 double prof[] =  new double[5];
21 int rating[] = new int[5];
22 int TW[] =  new int[5];
23
24
25 double EmployerComm[] =  new double[50];
26 int EmployerRating[] = new int[50];
27
28
29 int TaskType[] = new int[1000];
30 int TaskEmployer[] = new int[1000];
31 int TaskReward[] = new int[1000];
32
33
34
35 File src = new File("C:\\Users\\Eiman\\Documents\\workspace\\Book1.xlsx");
36
37 FileInputStream fis = new FileInputStream(src);
38
39 XSSFWorkbook wb = new XSSFWorkbook(fis);
40
41 XSSFSheet sheet1 = wb.getSheetAt(0);
42
43 XSSFSheet sheet2 = wb.getSheetAt(1);
44
45 XSSFSheet sheet3 = wb.getSheetAt(2);
46
47 XSSFSheet sheet4 = wb.getSheetAt(3);
48
49 XSSFSheet sheet5 = wb.getSheetAt(4);
50
51      Random rr = new Random();
52      int worker1= 1+ rr.nextInt(50);
53      
54     System.out.println(worker1);
55      
56      for(int i = 1 ; i<=5; i++)
57 {
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58 double data0 = sheet1.getRow(worker1).getCell(i).getNumericCellValue();
59 data0 = round(data0, 2); 
60 prof[i-1]= data0;
61 //System.out.println("The data is" + prof[i-1]);
62 }
63
64      
65      for(int i = 1 ; i<=5; i++)
66 {
67 double data1 = sheet2.getRow(worker1).getCell(i).getNumericCellValue();
68 //data1 = round(data1, 2); 
69 rating[i-1]= (int)data1;
70 //System.out.println("The data is" + rating[i-1]);
71 }
72
73      for(int i = 1 ; i<=5; i++)
74 {
75 double data2 = sheet3.getRow(worker1).getCell(i).getNumericCellValue();
76 //data2 = round(data2, 2); 
77 TW[i-1]= (int)data2;
78 // System.out.println("The data is" + TW[i-1]);
79 }
80
81      for(int i = 1 ; i<=50; i++)
82      {
83      double data3 = sheet4.getRow(i).getCell(1).getNumericCellValue();
84 data3 = round(data3, 2); 
85 EmployerComm[i-1]= data3;
86 // System.out.println("The data is" + EmployerComm[i-1]);
87      
88      }
89      
90      
91      for(int i = 1 ; i<=50; i++)
92      {
93      double data4 = sheet4.getRow(i).getCell(2).getNumericCellValue();
94 //data3 = round(data3, 2); 
95      EmployerRating[i-1]= (int)data4;
96 // System.out.println("The data is" + EmployerRating[i-1]);
97      
98      }
99      

100      
101      for(int i = 1 ; i<=1000; i++)
102      {
103      double data5 = sheet5.getRow(i).getCell(1).getNumericCellValue();
104 //data3 = round(data3, 2); 
105      TaskType[i-1]= (int)data5;
106 //System.out.println("The data is" + TaskType[i-1]);
107      
108      }
109      
110      for(int i = 1 ; i<=1000; i++)
111      {
112      double data6 = sheet5.getRow(i).getCell(2).getNumericCellValue();
113 //data3 = round(data3, 2); 
114      TaskEmployer[i-1]= (int)data6;
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115 //System.out.println("The data is" + TaskType[i-1]);
116      
117      }
118      
119      for(int i = 1 ; i<=1000; i++)
120      {
121      double data6 = sheet5.getRow(i).getCell(3).getNumericCellValue();
122 //data3 = round(data3, 2); 
123      TaskReward[i-1]= (int)data6;
124 //System.out.println("The data is" + TaskType[i-1]);
125      
126      }
127      
128      
129      int a,b,c,e,g,f;
130      double d,h,t;
131      int EXP[] = new int[1000];
132      int EXR[] = new int[1000];
133      int WTW[] = new int[1000];
134      
135      
136      
137      for(int i = 0 ; i<1000; i++)
138      {
139     
140      a  = TaskType[i];  
141      b = TaskEmployer[i];
142      c=  TaskReward[i];
143      d = prof[a-1];
144      e = rating[a-1];
145      f = TW[a-1];
146      h = EmployerComm[b-1];
147      g= EmployerRating[b-1];
148      
149     // EXP[i] = d*h*c;
150      t = d*h*c;
151      EXP[i] = (int)t;
152      EXR[i] = (e+g)/2;
153      WTW[i] = f;
154      
155      }
156      
157     ///////////////////////////////////////////////////////
158      int taskNumber[] = new int[1000];
159      
160      for(int i = 0;i<1000;i++)
161      {
162      taskNumber[i]= i+1;
163      }
164
165      
166      ////////////////////////////////////////////////////////
167      // Dynamic Programing //
168      
169      int answer;
170      
171  answer= knapSack(100, WTW, EXP, 1000); 
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172      
173    System.out.println("Worker expexted rewards  "+ answer); 
174      
175
176      wb.close();
177      
178 }
179
180 public static double round(double value, int places) {
181     if (places < 0) throw new IllegalArgumentException();
182
183     long factor = (long) Math.pow(10, places);
184     value = value * factor;
185     long tmp = Math.round(value);
186     return (double) tmp / factor;
187 }
188
189
190 ///////////////////////////////////////
191
192 // A utility function that returns maximum of two integers 
193 static int max(int a, int b) { return (a > b)? a : b; } 
194
195 // Returns the maximum value that can be put in a knapsack of capacity W 
196 static int knapSack(int W, int wt[], int val[], int n) 
197 { 
198 int i, w; 
199 int K[][] = new int[n+1][W+1]; 
200
201 // Build table K[][] in bottom up manner 
202 for (i = 0; i <= n; i++) 
203 { 
204 for (w = 0; w <= W; w++) 
205 { 
206 if (i==0 || w==0) 
207 K[i][w] = 0; 
208 else if (wt[i-1] <= w) 
209 K[i][w] = max(val[i-1] + K[i-1][w-wt[i-1]], K[i-1][w]); 
210 else
211 K[i][w] = K[i-1][w]; 
212 } 
213 } 
214
215 return K[n][W]; 
216 } 
217
218
219 /////////////////////////////////////
220
221 }
222
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Workers ProgrammingAnalysis Web designAlgorithm Graphics
1 0.13 0.04 0.75 0.42 0.56
2 0.70 0.95 0.49 0.98 0.80
3 0.00 0.68 0.62 0.94 0.03
4 0.53 0.28 0.35 0.72 0.37
5 0.77 0.12 0.73 0.01 0.16
6 0.68 0.17 0.49 0.88 0.15
7 0.26 0.54 0.23 0.85 0.09
8 0.38 0.80 0.45 0.31 0.04
9 0.49 0.63 0.42 0.94 0.81

10 0.17 0.67 0.21 1.00 0.35
11 0.42 0.24 0.36 0.48 0.66
12 0.33 0.07 0.08 0.04 0.96
13 0.37 0.69 0.72 0.89 0.76
14 0.06 0.68 0.87 0.60 0.69
15 0.86 0.00 0.15 0.82 0.24
16 0.52 0.28 0.99 0.29 0.97
17 0.82 0.90 0.49 0.35 0.85
18 0.25 0.63 0.21 0.76 0.99
19 0.07 0.35 0.98 0.31 0.80
20 0.47 0.90 0.60 0.15 0.40
21 0.66 0.10 0.15 0.15 0.82
22 0.47 0.51 0.20 0.09 0.38
23 0.66 0.18 0.62 0.36 0.49
24 0.28 0.23 0.28 0.13 0.60
25 0.28 0.10 0.17 0.07 0.86
26 0.01 0.41 0.42 0.95 0.12
27 1.00 0.23 0.98 0.34 0.44
28 0.82 0.46 0.68 0.30 0.05
29 0.66 0.44 0.99 0.91 0.30
30 0.75 0.77 0.68 0.32 0.30
31 0.54 0.48 0.61 0.56 0.61
32 0.89 0.24 0.77 0.42 0.53
33 0.47 0.95 0.20 0.84 0.36
34 0.90 0.38 0.33 0.01 0.19
35 0.34 0.28 0.73 0.35 0.05
36 0.74 0.87 0.53 0.84 0.94
37 0.19 0.18 0.50 0.17 0.72
38 0.93 0.65 0.81 0.26 0.05
39 0.85 0.65 0.78 0.71 0.48
40 0.85 0.03 0.85 0.72 0.15
41 0.30 0.43 0.14 0.51 0.14
42 0.96 0.21 0.11 0.60 0.05
43 0.48 0.66 0.22 0.59 0.63
44 0.43 0.21 0.70 0.30 0.66
45 0.58 0.49 0.56 0.45 0.58
46 0.13 0.27 0.32 0.86 0.35

Workers proficiency Score in five Skills.

Uniform Distribution ranging between 0 - 1.

Dataset D1



47 0.91 0.32 0.81 0.28 0.20
48 0.40 0.77 0.04 0.78 0.29
49 0.56 0.75 0.77 0.57 0.25
50 0.28 0.99 0.34 0.20 0.81



Workers ProgrammingAnalysis Web designAlgorithm Graphics
1 4 2 1 3 0
2 4 2 3 1 1
3 4 2 1 5 1
4 0 4 5 2 3
5 1 4 2 4 4
6 5 3 2 5 3
7 2 1 0 2 3
8 5 3 4 1 0
9 2 2 1 0 4

10 0 5 2 2 5
11 4 1 1 4 0
12 1 2 1 0 2
13 2 4 3 2 1
14 0 3 0 3 0
15 3 0 1 2 2
16 5 1 3 4 0
17 1 1 3 4 4
18 3 5 1 5 4
19 1 3 4 1 4
20 0 1 3 1 5
21 3 5 2 1 3
22 4 4 0 4 2
23 1 3 5 3 4
24 4 0 0 1 1
25 3 1 2 1 5
26 5 5 2 0 4
27 4 0 3 0 5
28 2 3 5 3 4
29 4 0 4 4 2
30 4 4 5 3 4
31 2 1 5 1 5
32 1 3 2 0 0
33 3 1 0 4 1
34 0 1 3 4 4
35 5 1 4 4 4
36 2 2 1 3 4
37 5 1 0 5 1
38 5 5 4 4 1
39 3 0 5 4 2
40 2 3 3 3 4
41 2 2 2 3 5
42 3 2 2 3 4
43 4 0 3 2 1
44 3 2 3 3 0
45 5 4 4 3 2
46 4 3 0 0 2

Workers Rating Scores in five skills.

Binomial Distribution ranging between 0 - 5.



47 4 4 1 3 1
48 4 1 1 2 0
49 1 3 5 1 1
50 1 2 1 2 1



Workers ProgrammingAnalysis Web designAlgorithm Graphics
1 100.00 25.00 50.00 50.00 100.00
2 25.00 33.00 33.00 100.00 50.00
3 100.00 33.00 50.00 33.00 33.00
4 100.00 33.00 25.00 33.00 33.00
5 50.00 25.00 50.00 50.00 100.00
6 100.00 33.00 50.00 33.00 100.00
7 100.00 50.00 33.00 50.00 100.00
8 25.00 100.00 33.00 100.00 100.00
9 25.00 100.00 50.00 100.00 25.00

10 100.00 25.00 100.00 100.00 100.00
11 33.00 33.00 33.00 100.00 25.00
12 50.00 50.00 50.00 25.00 33.00
13 25.00 33.00 33.00 33.00 33.00
14 25.00 25.00 100.00 50.00 100.00
15 50.00 100.00 33.00 50.00 25.00
16 100.00 50.00 50.00 25.00 50.00
17 50.00 33.00 50.00 25.00 100.00
18 25.00 25.00 25.00 25.00 100.00
19 33.00 50.00 25.00 33.00 50.00
20 33.00 100.00 50.00 33.00 100.00
21 33.00 25.00 100.00 100.00 50.00
22 100.00 50.00 25.00 33.00 25.00
23 50.00 50.00 25.00 33.00 33.00
24 100.00 50.00 50.00 50.00 100.00
25 33.00 100.00 50.00 50.00 25.00
26 100.00 50.00 50.00 50.00 100.00
27 25.00 50.00 33.00 33.00 25.00
28 25.00 33.00 50.00 100.00 100.00
29 100.00 25.00 33.00 33.00 33.00
30 33.00 50.00 100.00 33.00 33.00
31 50.00 100.00 25.00 33.00 33.00
32 33.00 100.00 25.00 25.00 33.00
33 25.00 100.00 33.00 33.00 100.00
34 100.00 25.00 33.00 100.00 33.00
35 33.00 50.00 25.00 25.00 50.00
36 33.00 33.00 25.00 25.00 25.00
37 100.00 33.00 100.00 50.00 50.00
38 25.00 25.00 50.00 50.00 25.00
39 25.00 33.00 25.00 50.00 33.00
40 100.00 50.00 25.00 33.00 25.00
41 25.00 100.00 100.00 25.00 25.00
42 50.00 33.00 50.00 50.00 33.00
43 100.00 50.00 100.00 50.00 100.00
44 50.00 100.00 100.00 100.00 33.00
45 25.00 50.00 50.00 25.00 25.00
46 33.00 33.00 100.00 33.00 33.00

Workers Task weight for five skills

Random number generation between (100, 25, 33, 50)



47 33.00 100.00 50.00 100.00 50.00
48 50.00 100.00 50.00 33.00 33.00
49 33.00 33.00 25.00 25.00 33.00
50 33.00 25.00 33.00 25.00 50.00



Employer commetment Rating
1 0.16 4
2 0.54 4
3 0.16 4
4 0.83 4
5 0.42 5
6 0.90 5
7 0.99 3
8 0.74 3
9 0.27 2

10 0.30 4
11 0.74 2
12 0.09 3
13 0.94 2
14 0.50 4
15 0.45 4
16 0.44 5
17 0.24 4
18 0.13 3
19 0.39 5
20 0.96 3
21 0.31 5
22 0.19 5
23 0.76 4
24 0.79 4
25 0.78 3
26 0.19 4
27 0.51 2
28 0.49 2
29 0.53 5
30 0.43 3
31 0.34 4
32 0.38 5
33 0.68 2
34 0.66 2
35 0.09 5
36 0.15 4
37 0.04 5
38 0.44 5
39 0.78 3
40 0.37 5
41 0.56 3
42 0.27 3
43 0.17 3
44 0.33 3
45 0.09 3
46 0.12 4

Employers Files 
commitment score using uniform distribution.

Rating Score using binomial distribution.



47 0.40 4
48 0.85 5
49 0.89 2
50 0.35 5



Tasks Type Employer Reward Deadline
1 3 31 996 79
2 4 38 948 67
3 4 21 289 114
4 4 42 192 107
5 4 5 801 64
6 3 36 878 119
7 5 14 321 32
8 3 5 756 38
9 1 19 348 104

10 2 12 570 29
11 1 9 977 99
12 1 34 988 76
13 2 15 568 78
14 1 1 710 41
15 5 30 118 90
16 2 2 790 28
17 1 29 158 112
18 3 25 535 64
19 4 14 107 75
20 4 22 507 53
21 3 31 526 81
22 4 15 655 69
23 1 16 342 81
24 5 19 507 86
25 1 16 841 87
26 1 19 483 83
27 4 37 588 92
28 2 4 730 42
29 5 41 416 110
30 1 4 630 42
31 1 1 206 28
32 2 30 881 115
33 3 10 936 78
34 2 43 399 81
35 5 14 366 60
36 5 47 637 25
37 5 29 547 84
38 3 9 768 118
39 4 30 633 106
40 3 45 564 43
41 1 30 220 72
42 3 31 271 92
43 5 44 626 86
44 4 11 401 54
45 1 13 910 116
46 5 24 467 41

Task Lists (1000 tasks)
 contain task id,
type : random number  generator.
Employer: random number  generator.
Rewards: uniform distribution.
Deadline: uniform distribution.



47 4 26 819 49
48 5 7 808 70
49 3 37 224 42
50 2 28 326 56
51 3 23 608 71
52 3 34 744 65
53 5 13 409 86
54 4 11 700 111
55 2 39 298 33
56 3 37 156 41
57 1 11 378 54
58 1 28 919 100
59 4 36 633 70
60 5 14 159 96
61 2 30 702 79
62 2 41 583 73
63 5 19 231 114
64 4 49 487 113
65 4 37 555 33
66 2 8 282 27
67 5 23 743 112
68 1 34 787 119
69 4 32 261 90
70 3 25 815 113
71 1 12 298 36
72 1 32 136 54
73 2 37 132 101
74 5 2 947 28
75 1 46 353 87
76 2 43 466 89
77 2 12 232 81
78 5 2 473 71
79 4 15 208 93
80 4 28 165 37
81 5 24 766 62
82 4 29 520 94
83 4 42 713 96
84 3 15 635 97
85 2 43 523 109
86 4 26 670 64
87 3 9 417 58
88 2 19 399 61
89 5 18 280 66
90 5 50 122 46
91 1 40 289 52
92 4 17 403 47
93 5 25 490 116



94 5 2 682 25
95 1 32 265 76
96 4 25 532 73
97 1 48 161 27
98 4 31 797 82
99 2 10 149 63

100 5 33 181 35
101 1 6 647 75
102 5 23 927 47
103 2 47 720 117
104 4 12 887 109
105 4 27 570 102
106 1 7 470 28
107 2 9 469 58
108 4 25 477 44
109 5 21 879 107
110 5 16 218 49
111 4 9 934 90
112 3 43 139 49
113 5 41 870 35
114 4 31 484 105
115 5 48 741 89
116 3 2 352 57
117 2 32 577 53
118 1 18 767 47
119 3 21 318 22
120 5 1 807 75
121 5 42 257 69
122 2 35 986 115
123 2 12 106 90
124 4 5 939 73
125 2 32 677 113
126 2 40 263 41
127 4 40 721 104
128 4 2 903 54
129 5 36 315 108
130 5 22 482 27
131 4 11 491 98
132 1 30 525 42
133 5 47 415 50
134 5 29 702 115
135 2 10 630 85
136 4 50 544 26
137 3 48 471 53
138 2 8 452 84
139 3 34 862 41
140 3 22 993 111



141 2 31 498 46
142 1 31 686 47
143 3 10 273 49
144 4 6 126 103
145 2 37 773 95
146 3 4 629 22
147 3 40 587 79
148 3 46 434 81
149 4 30 981 33
150 4 4 885 33
151 3 11 546 33
152 1 27 868 86
153 1 17 274 72
154 3 36 243 101
155 3 11 211 22
156 1 40 710 79
157 3 41 160 80
158 4 28 156 22
159 4 44 239 26
160 5 44 504 93
161 2 36 933 89
162 3 14 718 44
163 3 6 554 93
164 4 23 289 42
165 2 18 777 39
166 2 7 327 69
167 3 49 588 118
168 5 6 352 97
169 5 24 826 96
170 5 33 845 93
171 5 10 100 73
172 1 48 239 108
173 4 49 140 64
174 2 35 751 91
175 2 12 931 120
176 3 2 338 75
177 2 23 967 36
178 5 4 606 80
179 4 14 624 88
180 4 1 884 32
181 2 5 149 84
182 2 26 607 47
183 5 42 775 36
184 1 44 883 78
185 4 19 547 52
186 4 34 165 102
187 1 37 312 78



188 5 44 822 99
189 2 47 342 39
190 3 14 878 118
191 5 8 188 112
192 5 9 853 106
193 4 6 384 50
194 1 30 326 120
195 5 24 499 113
196 1 49 110 62
197 5 13 949 83
198 2 20 583 108
199 5 4 283 33
200 3 47 573 95
201 2 14 179 40
202 3 19 844 55
203 4 49 827 78
204 4 23 405 84
205 4 12 658 44
206 1 48 776 59
207 5 12 239 93
208 5 33 902 20
209 2 1 397 22
210 5 35 204 115
211 1 33 806 26
212 4 34 271 103
213 1 11 797 55
214 4 30 107 70
215 1 46 709 21
216 2 12 171 113
217 3 36 648 48
218 5 18 467 20
219 3 6 590 81
220 1 20 950 94
221 2 39 628 33
222 5 7 839 34
223 5 26 164 73
224 5 19 685 85
225 3 19 887 37
226 2 46 967 44
227 4 45 968 113
228 3 20 991 58
229 5 39 848 39
230 1 36 137 91
231 3 5 332 88
232 5 6 481 70
233 5 13 927 59
234 1 6 681 73



235 2 18 767 75
236 5 48 447 115
237 1 15 908 84
238 5 20 817 83
239 2 49 958 99
240 4 27 959 70
241 4 4 961 81
242 3 30 257 70
243 4 45 662 95
244 5 19 231 114
245 5 35 947 108
246 3 2 150 33
247 3 20 977 115
248 2 31 667 29
249 4 24 400 69
250 3 35 102 59
251 1 8 809 42
252 4 14 231 54
253 2 21 227 116
254 4 16 839 29
255 4 39 693 61
256 1 7 451 103
257 1 37 418 59
258 4 17 843 110
259 4 45 381 42
260 4 24 699 114
261 5 5 197 79
262 2 16 951 24
263 1 19 477 82
264 4 47 169 50
265 5 28 320 93
266 1 26 732 53
267 1 44 819 69
268 4 47 588 103
269 4 21 452 97
270 3 31 618 46
271 3 29 478 109
272 2 34 468 36
273 3 16 310 106
274 3 10 835 89
275 5 16 199 87
276 5 31 963 114
277 1 36 220 25
278 3 15 292 21
279 4 20 437 87
280 1 26 618 45
281 5 42 779 86



282 4 26 867 25
283 4 26 309 63
284 5 46 871 97
285 4 30 850 59
286 3 22 469 113
287 2 49 527 66
288 2 45 515 108
289 1 37 804 94
290 1 29 996 112
291 2 50 334 36
292 1 39 967 44
293 2 15 320 90
294 1 41 176 70
295 1 32 493 55
296 3 39 544 43
297 2 12 361 47
298 2 31 612 103
299 3 13 564 58
300 4 31 513 81
301 4 39 452 111
302 1 2 516 86
303 5 50 716 37
304 1 35 203 106
305 4 12 847 55
306 5 28 353 119
307 2 19 805 85
308 1 47 336 78
309 5 40 744 100
310 4 14 678 73
311 5 49 677 49
312 4 44 891 55
313 4 47 315 37
314 1 40 195 32
315 4 1 707 36
316 4 47 939 69
317 3 49 412 50
318 4 38 810 51
319 3 44 248 22
320 1 10 261 28
321 3 47 526 84
322 1 37 810 51
323 3 24 202 24
324 5 22 294 88
325 3 45 545 76
326 3 37 952 45
327 2 36 180 86
328 4 37 629 33



329 1 2 607 91
330 3 31 977 37
331 5 1 959 32
332 4 15 277 109
333 5 46 974 73
334 4 7 537 94
335 1 22 916 33
336 1 23 852 46
337 4 18 730 55
338 1 26 963 111
339 2 1 743 61
340 2 4 179 112
341 5 43 847 45
342 3 42 246 80
343 1 42 611 49
344 2 26 466 33
345 3 21 491 28
346 5 27 164 91
347 4 9 501 47
348 2 44 672 45
349 4 26 230 91
350 4 3 833 60
351 4 35 465 102
352 3 5 784 69
353 5 41 116 36
354 5 10 708 28
355 4 10 740 25
356 5 20 246 114
357 4 9 904 56
358 1 14 712 115
359 1 25 266 97
360 4 25 262 82
361 4 27 867 63
362 1 33 823 69
363 2 42 739 67
364 3 16 298 76
365 3 1 987 42
366 5 33 398 114
367 2 18 353 93
368 2 24 321 103
369 3 41 169 96
370 5 8 459 118
371 4 18 557 81
372 2 6 891 48
373 3 20 463 87
374 1 27 322 87
375 3 42 983 79



376 2 21 939 32
377 5 42 344 26
378 4 25 290 119
379 4 18 464 69
380 5 7 671 25
381 4 6 525 101
382 3 28 102 110
383 4 29 915 118
384 1 50 398 115
385 4 42 363 23
386 1 34 356 48
387 2 41 478 47
388 1 25 953 119
389 1 11 329 64
390 2 36 178 102
391 4 42 609 48
392 5 17 997 32
393 2 15 304 65
394 3 36 187 118
395 2 45 917 35
396 4 15 460 97
397 2 21 163 94
398 5 29 407 44
399 1 2 127 49
400 4 20 930 98
401 2 14 527 33
402 2 22 378 97
403 2 19 366 100
404 1 3 534 47
405 4 4 226 68
406 3 4 125 92
407 1 12 762 71
408 5 22 222 82
409 5 2 963 66
410 4 4 231 38
411 1 28 950 67
412 5 25 102 42
413 1 28 421 113
414 1 33 570 24
415 5 31 465 26
416 3 25 930 29
417 5 17 506 84
418 3 47 458 20
419 4 25 227 91
420 5 22 209 28
421 5 3 259 51
422 2 12 664 81



423 5 32 193 42
424 4 15 704 101
425 4 22 133 64
426 4 40 147 106
427 1 4 287 95
428 5 16 113 117
429 2 41 679 21
430 3 1 563 32
431 4 38 469 77
432 5 31 416 33
433 4 35 722 88
434 5 6 593 108
435 5 21 770 61
436 1 4 238 98
437 5 29 576 47
438 5 13 364 46
439 4 33 748 97
440 4 43 644 90
441 4 28 989 51
442 1 2 684 70
443 5 39 989 96
444 5 4 299 53
445 3 39 645 76
446 2 1 280 81
447 3 38 707 21
448 3 2 525 49
449 4 47 938 24
450 5 5 959 55
451 5 9 373 48
452 5 11 678 94
453 2 50 134 83
454 1 36 474 79
455 5 14 732 22
456 5 22 769 88
457 1 12 924 93
458 4 10 122 57
459 4 2 817 98
460 1 20 772 109
461 3 6 913 31
462 3 42 555 82
463 5 36 736 91
464 5 40 929 87
465 5 21 822 49
466 1 50 221 115
467 4 15 145 102
468 1 4 597 118
469 2 45 855 96



470 5 35 537 52
471 1 29 870 69
472 2 37 846 42
473 1 26 218 44
474 4 16 689 41
475 5 30 991 102
476 2 31 260 44
477 2 17 827 56
478 4 12 567 108
479 5 47 563 38
480 3 49 843 95
481 5 5 506 113
482 2 6 147 67
483 2 16 884 99
484 3 13 886 98
485 2 14 997 40
486 3 24 302 77
487 3 12 368 70
488 4 24 692 67
489 1 15 798 53
490 5 17 571 99
491 4 25 455 86
492 4 18 719 73
493 3 50 846 45
494 2 34 662 52
495 2 44 313 48
496 2 49 939 117
497 4 39 250 69
498 1 38 319 82
499 3 8 946 49
500 3 13 771 53
501 3 50 208 105
502 4 8 735 68
503 2 26 181 43
504 5 39 288 104
505 2 7 499 80
506 5 32 325 81
507 4 24 941 23
508 1 42 248 32
509 3 40 402 33
510 2 9 656 90
511 2 31 784 53
512 3 11 758 62
513 5 3 108 87
514 3 32 948 75
515 3 41 403 115
516 2 37 626 50



517 3 15 994 21
518 4 16 534 108
519 5 15 869 110
520 4 11 791 91
521 5 21 830 107
522 2 19 293 64
523 5 16 328 90
524 4 42 399 39
525 4 32 264 103
526 4 20 855 49
527 5 14 416 44
528 4 38 626 59
529 5 26 483 66
530 5 36 284 79
531 3 45 707 119
532 4 11 285 75
533 3 34 282 79
534 3 37 738 104
535 2 16 465 110
536 4 5 145 118
537 3 16 334 54
538 3 27 712 22
539 2 30 406 85
540 3 6 893 58
541 4 10 404 104
542 5 38 362 63
543 1 20 348 83
544 2 24 862 26
545 5 15 897 46
546 3 31 130 99
547 1 43 753 59
548 5 6 956 87
549 5 42 777 37
550 1 48 345 59
551 4 28 433 108
552 2 19 396 93
553 3 24 549 86
554 1 47 928 84
555 3 13 240 34
556 4 20 627 62
557 4 46 554 59
558 5 23 794 37
559 4 28 485 116
560 1 17 991 27
561 3 18 549 24
562 3 24 554 79
563 4 18 139 20



564 3 7 831 87
565 1 49 729 38
566 4 45 917 24
567 1 46 834 107
568 1 23 605 104
569 5 33 276 30
570 3 14 410 100
571 5 2 329 107
572 3 47 490 94
573 3 48 774 80
574 4 28 992 114
575 1 32 960 86
576 2 17 761 39
577 5 30 679 59
578 3 46 901 64
579 5 24 633 85
580 3 17 601 75
581 2 15 796 118
582 3 4 401 70
583 2 37 887 67
584 5 50 557 81
585 5 36 636 85
586 5 49 658 98
587 4 48 472 30
588 4 4 778 29
589 5 26 208 82
590 5 47 732 32
591 3 22 892 42
592 5 24 248 112
593 1 25 631 93
594 2 1 807 58
595 3 43 431 51
596 4 38 866 118
597 1 27 104 120
598 4 44 434 44
599 1 34 429 109
600 1 15 876 60
601 1 40 235 37
602 1 3 820 54
603 5 4 330 97
604 5 42 401 38
605 2 12 354 90
606 5 1 842 88
607 4 41 755 59
608 5 15 876 32
609 2 1 213 58
610 1 37 310 95



611 5 29 122 36
612 5 30 449 107
613 1 13 410 107
614 5 40 160 34
615 1 50 483 34
616 4 31 437 44
617 4 15 226 67
618 5 16 503 46
619 3 41 886 83
620 2 40 598 52
621 2 43 220 57
622 2 15 610 102
623 5 29 235 41
624 5 2 126 83
625 5 5 263 89
626 1 9 863 94
627 3 40 550 100
628 3 42 111 25
629 3 36 364 74
630 1 37 841 33
631 3 30 216 32
632 1 3 978 65
633 4 10 372 69
634 3 34 785 25
635 3 50 510 55
636 1 33 551 119
637 4 31 491 76
638 2 43 601 79
639 3 43 595 41
640 5 21 647 113
641 5 46 510 41
642 3 19 947 24
643 2 39 677 47
644 4 36 857 105
645 4 38 575 63
646 5 22 570 98
647 2 40 204 95
648 4 28 914 48
649 3 18 506 59
650 2 14 727 71
651 4 29 921 87
652 4 33 195 73
653 5 31 487 87
654 5 50 962 70
655 1 32 740 71
656 3 2 471 90
657 3 22 135 93



658 2 44 681 68
659 5 4 843 47
660 3 24 456 95
661 3 36 570 70
662 2 48 682 115
663 3 20 292 32
664 2 9 849 73
665 1 2 199 87
666 5 48 186 59
667 3 21 547 70
668 5 44 332 91
669 2 7 532 97
670 1 11 645 36
671 2 18 472 112
672 5 49 325 70
673 4 3 135 71
674 5 29 140 83
675 4 33 632 42
676 5 1 746 119
677 5 11 256 62
678 5 35 468 61
679 5 37 159 77
680 5 25 985 37
681 4 4 217 52
682 2 6 831 20
683 3 5 492 27
684 1 18 944 61
685 4 40 711 87
686 4 47 211 110
687 2 32 161 32
688 2 19 144 58
689 5 8 287 52
690 3 9 362 65
691 1 42 333 63
692 3 14 553 41
693 5 2 485 89
694 2 13 889 66
695 4 16 781 106
696 5 17 340 117
697 3 35 386 115
698 1 24 848 105
699 5 28 596 23
700 1 3 402 39
701 4 36 531 27
702 3 30 145 60
703 3 27 403 92
704 5 43 981 69



705 1 5 607 79
706 3 35 762 110
707 2 20 600 38
708 3 50 301 26
709 1 5 917 95
710 4 24 184 75
711 2 50 488 48
712 2 35 458 32
713 5 9 153 106
714 2 15 459 43
715 1 14 895 79
716 2 9 985 114
717 4 41 393 89
718 4 37 971 51
719 2 16 782 64
720 4 33 622 91
721 4 25 114 77
722 4 21 147 75
723 5 32 321 108
724 1 27 323 106
725 5 48 577 31
726 1 8 287 113
727 5 17 934 94
728 4 1 120 108
729 3 31 952 45
730 2 40 233 112
731 3 34 390 85
732 1 14 885 72
733 2 31 343 58
734 2 46 659 107
735 2 7 435 41
736 4 1 898 51
737 1 41 996 59
738 3 49 424 43
739 3 2 773 39
740 1 16 975 34
741 1 34 226 69
742 3 26 637 46
743 5 39 456 115
744 2 39 860 35
745 2 26 461 45
746 2 17 295 92
747 5 17 303 110
748 5 7 625 57
749 5 25 642 42
750 2 8 146 74
751 2 27 413 49



752 3 49 597 72
753 3 37 165 46
754 2 19 417 87
755 2 40 789 34
756 1 6 950 59
757 3 32 215 110
758 1 3 992 41
759 4 4 934 73
760 3 49 773 36
761 1 11 370 34
762 5 32 445 36
763 4 2 142 117
764 5 5 469 33
765 2 40 525 93
766 4 3 738 84
767 4 28 643 60
768 3 18 977 39
769 2 5 627 73
770 4 28 477 26
771 1 49 919 45
772 3 42 986 77
773 4 25 155 104
774 4 35 638 32
775 5 16 258 29
776 2 21 933 24
777 2 4 640 59
778 3 34 265 24
779 4 49 966 76
780 3 2 535 45
781 3 5 566 110
782 1 36 632 114
783 1 23 493 107
784 1 44 477 61
785 3 17 340 105
786 5 18 795 95
787 1 7 393 84
788 1 5 385 100
789 2 12 373 56
790 5 45 307 83
791 1 4 988 62
792 5 27 999 68
793 2 41 968 104
794 2 15 131 34
795 5 34 543 72
796 1 25 909 87
797 5 38 539 55
798 2 41 422 52



799 2 12 231 91
800 2 33 234 32
801 1 28 878 47
802 5 48 614 104
803 1 11 385 41
804 3 26 718 117
805 5 49 680 40
806 4 21 487 46
807 2 15 116 77
808 2 17 233 54
809 1 34 445 102
810 3 47 432 97
811 4 17 215 25
812 2 22 853 59
813 2 13 880 70
814 3 31 515 58
815 5 6 690 101
816 3 7 587 96
817 3 20 793 60
818 1 29 144 99
819 2 22 971 90
820 3 13 543 54
821 3 25 927 114
822 3 24 631 28
823 4 3 432 21
824 3 25 311 49
825 1 27 825 44
826 5 2 775 67
827 5 13 960 94
828 5 44 724 32
829 4 41 551 81
830 2 49 342 26
831 4 43 230 117
832 3 15 299 108
833 3 38 678 72
834 1 5 669 26
835 5 7 797 106
836 4 14 918 43
837 4 42 677 29
838 3 12 175 52
839 1 9 281 91
840 5 9 935 62
841 2 18 782 95
842 3 22 103 75
843 1 7 356 96
844 2 36 281 110
845 4 33 299 118



846 4 14 272 47
847 1 39 699 33
848 3 1 265 96
849 2 23 131 88
850 2 25 167 97
851 3 12 337 76
852 4 17 108 77
853 5 36 657 45
854 5 32 448 118
855 1 43 432 51
856 2 31 842 105
857 1 24 974 107
858 3 29 404 98
859 4 4 340 115
860 5 32 601 91
861 2 20 526 23
862 4 40 821 73
863 5 39 798 61
864 2 49 922 23
865 4 27 113 107
866 1 22 615 45
867 3 19 658 110
868 5 2 903 77
869 2 4 628 40
870 1 42 285 68
871 5 25 133 41
872 4 6 625 59
873 1 10 109 26
874 4 46 524 21
875 3 13 575 117
876 5 17 589 35
877 5 21 943 65
878 1 45 969 75
879 1 38 243 47
880 1 33 566 53
881 2 49 814 29
882 4 11 908 94
883 2 43 382 55
884 2 22 826 51
885 4 18 844 26
886 1 50 638 48
887 4 33 380 92
888 3 39 137 36
889 3 15 902 112
890 4 24 784 95
891 2 33 807 60
892 5 1 691 117



893 2 20 237 50
894 2 28 970 112
895 2 41 324 86
896 2 43 863 110
897 2 39 418 74
898 5 24 567 115
899 5 45 750 110
900 1 12 351 63
901 4 23 817 59
902 2 38 190 67
903 4 31 877 38
904 3 28 409 37
905 3 12 740 46
906 2 36 384 105
907 4 31 535 109
908 4 12 310 101
909 2 11 234 36
910 1 40 665 89
911 2 9 873 28
912 4 36 661 42
913 4 36 157 89
914 1 9 752 96
915 3 25 779 33
916 4 3 311 87
917 2 23 775 50
918 4 48 867 64
919 3 22 598 27
920 4 42 159 22
921 5 10 347 45
922 1 8 223 28
923 4 24 465 44
924 5 25 611 91
925 4 28 157 44
926 5 20 493 119
927 2 6 822 96
928 3 10 601 82
929 3 45 383 63
930 2 37 779 95
931 2 45 532 58
932 1 37 210 77
933 2 36 431 84
934 4 1 752 71
935 1 9 149 35
936 5 45 406 65
937 5 31 741 73
938 4 28 308 98
939 3 26 378 80



940 5 50 144 102
941 2 1 796 73
942 3 46 708 89
943 5 37 569 98
944 5 37 535 113
945 5 4 225 39
946 4 12 925 113
947 4 40 775 105
948 3 3 141 24
949 5 22 438 25
950 5 44 494 69
951 4 30 534 77
952 3 39 984 22
953 5 34 202 56
954 3 4 768 69
955 2 43 593 73
956 2 4 344 119
957 4 22 564 106
958 2 6 584 119
959 3 9 737 37
960 3 31 531 28
961 1 45 852 27
962 2 27 748 47
963 5 13 842 94
964 3 48 891 21
965 4 33 260 33
966 4 21 725 58
967 4 8 113 23
968 4 26 652 90
969 3 32 230 91
970 1 21 166 76
971 1 12 725 33
972 2 38 256 61
973 1 25 560 33
974 1 50 337 28
975 3 5 940 25
976 2 34 991 95
977 2 1 638 117
978 3 6 993 58
979 4 14 998 56
980 4 36 460 28
981 4 49 526 74
982 3 25 369 116
983 4 36 566 106
984 3 41 806 72
985 4 36 712 62
986 2 43 110 96



987 4 23 251 41
988 2 31 238 41
989 5 12 637 51
990 2 30 327 93
991 2 23 341 95
992 2 31 962 117
993 1 50 221 88
994 3 28 110 34
995 1 17 297 49
996 3 25 471 28
997 4 33 898 36
998 1 23 355 60
999 2 27 259 37

1000 4 39 197 37



Workers  Skill 1 Skill 2  Skill 3 Skill  4 Skill  5 Skill  6 Skill  7 Skill  8
1 0.559984 0.913785 0.86108 0.249214 0.26899 0.911313 0.590747 0.098239
2 0.772851 0.40141 0.185644 0.261299 0.859401 0.683493 0.557909 0.854091
3 0.983215 0.078066 0.68685 0.799005 0.158116 0.556261 0.820276 0.564867
4 0.464949 0.587725 0.357494 0.825007 0.411054 0.734733 0.904416 0.003052
5 0.202277 0.064394 0.525468 0.247108 0.628162 0.214728 0.449843 0.960845
6 0.379681 0.244087 0.873959 0.727927 0.279275 0.010987 0.685202 0.818873
7 0.368206 0.496353 0.594989 0.801325 0.228645 0.565294 0.06888 0.905728
8 0.273537 0.003876 0.661214 0.261757 0.742088 0.617695 0.0347 0.597369
9 0.145451 0.273659 0.688314 0.654439 0.407605 0.18128 0.127812 0.360607

10 0.66393 0.830775 0.688894 0.206763 0.421949 0.228034 0.352886 0.971679
11 0.511826 0.329295 0.663533 0.702109 0.961089 0.675466 0.236183 0.689596
12 0.839747 0.016968 0.64388 0.229163 0.252937 0.669118 0.195379 0.622486
13 0.496628 0.825556 0.989532 0.698111 0.182165 0.883236 0.136631 0.844539
14 0.338084 0.020783 0.593982 0.372814 0.881771 0.547838 0.418195 0.773919
15 0.67568 0.364757 0.852077 0.908536 0.115757 0.456801 0.071474 0.726096
16 0.682058 0.666311 0.376751 0.70925 0.532182 0.050417 0.675985 0.568102
17 0.290628 0.893582 0.866482 0.321299 0.077364 0.721366 0.49501 0.687979
18 0.02646 0.919156 0.824641 0.229072 0.10886 0.612293 0.663533 0.665426
19 0.299631 0.911222 0.312265 0.413892 0.362255 0.950621 0.212256 0.397351
20 0.041658 0.655934 0.33079 0.214667 0.0112 0.235908 0.109592 0.68276
21 0.620685 0.977325 0.627186 0.007721 0.978973 0.978698 0.167211 0.460463
22 0.498856 0.691702 0.792962 0.75869 0.405499 0.955809 0.104434 0.492782
23 0.426435 0.977477 0.29841 0.466689 0.415448 0.904019 0.385784 0.99823
24 0.234321 0.940306 0.771111 0.906919 0.180456 0.433943 0.49266 0.078677
25 0.708213 0.770684 0.893063 0.053133 0.010102 0.180853 0.12949 0.335368
26 0.085604 0.085177 0.885403 0.234931 0.119358 0.048555 0.416486 0.705222
27 0.581133 0.337352 0.399884 0.264992 0.580401 0.264107 0.253517 0.773186
28 0.636555 0.655324 0.184088 0.637379 0.580432 0.229255 0.276711 0.745415
29 0.068484 0.993225 0.941588 0.065523 0.682455 0.794671 0.219001 0.674917
30 0.80578 0.058809 0.558885 0.846034 0.815699 0.32667 0.012329 0.724418
31 0.511917 0.260353 0.877041 0.707663 0.361126 0.713462 0.304392 0.432386
32 0.08829 0.05182 0.394391 0.819575 0.599872 0.102298 0.313944 0.127201
33 0.428358 0.215247 0.981048 0.975036 0.627155 0.295511 0.422681 0.921873
34 0.239082 0.433241 0.642384 0.790368 0.708945 0.114566 0.800897 0.394238
35 0.698508 0.189306 0.382305 0.733116 0.290445 0.52739 0.702933 0.427015
36 0.992584 0.586901 0.52736 0.536821 0.61156 0.981414 0.937346 0.421827
37 0.551927 0.208747 0.887783 0.334758 0.312204 0.135228 0.76162 0.329295
38 0.673849 0.963408 0.249458 0.498825 0.135685 0.846217 0.158849 0.917081
39 0.034516 0.146916 0.846858 0.27781 0.636586 0.535173 0.498947 0.765862
40 0.893704 0.829646 0.473556 0.793054 0.477371 0.484603 0.956908 0.255806
41 0.630848 0.854579 0.437819 0.194128 0.652669 0.641682 0.427259 0.559221
42 0.56093 0.741569 0.208716 0.140233 0.349528 0.491684 0.146977 0.182287
43 0.589679 0.151769 0.814753 0.384442 0.142979 0.465835 0.104709 0.654073
44 0.815363 0.337992 0.011444 0.312082 0.953612 0.007294 0.853175 0.893002
45 0.395306 0.137761 0.56389 0.325327 0.919187 0.381115 0.326243 0.681753
46 0.805933 0.336589 0.417798 0.066439 0.419782 0.594714 0.501083 0.894131

Workers proficiency
 Score in Ten Skills.

Uniform Distribution
 ranging between
 0 - 1.

Dataset D2



47 0.858577 0.425642 0.005524 0.492233 0.457869 0.460097 0.445906 0.735496
48 0.139653 0.162023 0.244514 0.792352 0.027955 0.311686 0.949187 0.632771
49 0.601947 0.261879 0.668966 0.084872 0.852016 0.014893 0.689169 0.605914
50 0.930509 0.575701 0.027711 0.352794 0.514664 0.828181 0.430219 0.404035
51 0.401715 0.67275 0.386761 0.440046 0.408918 0.029237 0.69274 0.219794
52 0.308359 0.130955 0.509079 0.022492 0.719687 0.774285 0.84225 0.553728
53 0.054933 0.413831 0.527726 0.691183 0.386364 0.18128 0.900388 0.473342
54 0.63393 0.375286 0.863277 0.090823 0.350749 0.472976 0.752495 0.654866
55 0.285897 0.212775 0.537156 0.213446 0.780541 0.242988 0.977355 0.675466
56 0.127598 0.579119 0.409101 0.765069 0.373394 0.948332 0.876675 0.259468
57 0.816614 0.210211 0.807276 0.199011 0.894986 0.434095 0.204657 0.046052
58 0.786431 0.526627 0.986206 0.589129 0.089541 0.7275 0.400067 0.142277
59 0.229041 0.248665 0.582476 0.967376 0.748863 0.426679 0.003723 0.770226
60 0.957732 0.667898 0.13419 0.813501 0.978729 0.596393 0.938963 0.782464
61 0.763604 0.35667 0.73806 0.953124 0.354839 0.76928 0.447066 0.619678
62 0.385266 0.842952 0.807154 0.138432 0.4626 0.252968 0.82458 0.300272
63 0.856868 0.05005 0.484695 0.355358 0.631489 0.149876 0.956664 0.739921
64 0.568621 0.959716 0.717093 0.129643 0.546251 0.850307 0.35612 0.302469
65 0.145299 0.551347 0.966643 0.800867 0.343944 0.770379 0.502335 0.493271
66 0.505325 0.574175 0.652699 0.497818 0.406384 0.86166 0.334025 0.216376
67 0.976775 0.334635 0.965789 0.696554 0.10773 0.786859 0.615497 0.867031
68 0.942686 0.399915 0.3867 0.467299 0.071627 0.654073 0.179296 0.835658
69 0.300089 0.16361 0.121067 0.846492 0.2743 0.904691 0.54973 0.527146
70 0.774407 0.495346 0.193609 0.757317 0.98822 0.753716 0.892972 0.083773
71 0.275887 0.627247 0.847865 0.012146 0.566027 0.43083 0.079409 0.750511
72 0.806238 0.363414 0.67333 0.388562 0.118717 0.146306 0.632862 0.550523
73 0.186285 0.719687 0.120823 0.027314 0.767449 0.000824 0.850215 0.819636
74 0.405896 0.575243 0.640828 0.734336 0.904355 0.209296 0.416303 0.295358
75 0.348949 0.879513 0.090335 0.461867 0.734336 0.443068 0.010285 0.647603
76 0.170568 0.921842 0.421857 0.078799 0.552995 0.138524 0.011078 0.867336
77 0.883755 0.725913 0.761742 0.293649 0.578997 0.439436 0.181463 0.034394
78 0.318979 0.631306 0.115268 0.559038 0.331858 0.141911 0.089022 0.587085
79 0.462508 0.129795 0.305673 0.212287 0.250038 0.417585 0.799188 0.669271
80 0.664205 0.987701 0.36961 0.866817 0.456709 0.345073 0.803369 0.996612
81 0.722404 0.861232 0.607685 0.673238 0.978118 0.087649 0.587695 0.409467
82 0.377819 0.877102 0.097537 0.605701 0.414899 0.419233 0.742058 0.136174
83 0.961913 0.486038 0.034913 0.268075 0.325755 0.843654 0.563128 0.110416
84 0.937101 0.491745 0.444838 0.856258 0.757134 0.5215 0.328959 0.073641
85 0.193976 0.070162 0.720298 0.001892 0.988403 0.509354 0.59975 0.97882
86 0.281533 0.768578 0.364177 0.425855 0.16718 0.357952 0.81634 0.020844
87 0.72689 0.211585 0.564165 0.297281 0.166784 0.246193 0.378124 0.696097
88 0.918882 0.249794 0.441908 0.574847 0.598468 0.167302 0.663015 0.544939
89 0.303262 0.587359 0.257698 0.601398 0.396222 0.481796 0.582598 0.038392
90 0.135502 0.055544 0.316324 0.83993 0.07181 0.298532 0.945982 0.947264
91 0.582385 0.196142 0.563433 0.981964 0.297037 0.086764 0.654866 0.024964
92 0.21131 0.675375 0.230262 0.04709 0.989746 0.949553 0.134617 0.962462
93 0.514908 0.424879 0.473586 0.685842 0.933073 0.350352 0.365795 0.387646



94 0.235694 0.444472 0.107425 0.842738 0.159459 0.666494 0.691794 0.650655
95 0.070711 0.592578 0.328928 0.925657 0.449171 0.204688 0.06299 0.991424
96 0.397137 0.993988 0.152226 0.197302 0.758721 0.502915 0.178625 0.843013
97 0.9523 0.353893 0.148106 0.777764 0.537828 0.252113 0.813318 0.377178
98 0.09714 0.778527 0.475661 0.480544 0.846431 0.425916 0.456374 0.876461
99 0.491043 0.900967 0.910154 0.648549 0.175665 0.080966 0.910794 0.467116

100 0.546007 0.115818 0.766839 0.9888 0.344249 0.763695 0.821986 0.747673



Skill  9  Skill  10
0.468581 0.616657
0.162084 0.136357
0.669698 0.850124
0.245155 0.81753
0.135441 0.307779
0.379681 0.004669
0.106326 0.875179
0.434462 0.487136
0.767296 0.160161
0.793237 0.576647
0.213904 0.63329
0.241005 0.206763
0.438093 0.771233
0.073763 0.177648
0.799951 0.295236
0.280038 0.523118
0.689474 0.823634
0.934996 0.291452

0.20835 0.314676
0.565081 0.861019
0.844661 0.18601
0.815729 0.382946
0.396435 0.584368
0.902524 0.179205
0.949644 0.570299
0.682028 0.051241
0.654073 0.602405
0.358684 0.597186
0.497391 0.276925
0.479354 0.918912

0.37199 0.429426
0.580218 0.648457

0.59154 0.059267
0.266427 0.163732
0.765099 0.717948
0.249214 0.317423
0.705741 0.638447
0.562151 0.099582
0.956908 0.595233
0.454482 0.51558
0.695151 0.899625

0.93646 0.712119
0.331828 0.681143
0.260048 0.153386
0.215827 0.301279
0.376659 0.555742



0.561174 0.02179
0.252144 0.464156
0.208808 0.528947
0.460494 0.918424
0.209204 0.220557
0.345958 0.735984
0.604877 0.923704
0.866878 0.660207

0.32548 0.547441
0.633381 0.108432
0.906125 0.717704
0.255989 0.631703
0.930021 0.308481
0.553056 0.589709
0.800897 0.607807
0.049654 0.079043
0.796838 0.255989
0.164068 0.950621
0.468032 0.697775
0.143376 0.941435
0.443159 0.321116
0.804102 0.652272
0.727012 0.341258
0.081179 0.447218
0.729392 0.449843
0.913816 0.46263
0.689871 0.916501
0.724906 0.915616

0.97705 0.823817
0.308542 0.919156
0.071261 0.063417
0.948332 0.169195
0.010254 0.247261
0.678304 0.293283
0.813379 0.415601
0.388592 0.464309

0.02765 0.981109
0.597766 0.213111
0.180944 0.356853
0.784997 0.345042
0.710288 0.805383
0.827113 0.600452
0.983795 0.835108
0.937193 0.327647
0.472121 0.591906
0.185186 0.078677
0.082125 0.763695



0.813684 0.820948
0.259743 0.167516
0.776299 0.507736
0.831721 0.042116
0.841975 0.189367
0.806665 0.749779
0.851497 0.801782



Workers  Skill 1 Skill 2  Skill 3 Skill  4 Skill  5 Skill  6 Skill  7 Skill  8
1 0 3 5 2 0 1 5 5
2 3 3 2 2 2 4 1 1
3 2 4 5 1 1 1 1 1
4 4 1 2 3 4 2 0 5
5 2 4 3 0 3 4 1 3
6 1 3 5 4 2 3 3 2
7 3 3 2 1 4 0 0 2
8 4 2 2 1 2 1 4 0
9 5 1 1 4 0 3 0 3

10 4 4 4 1 0 3 1 2
11 3 2 2 4 1 5 3 4
12 2 1 1 5 4 5 3 4
13 0 4 3 5 2 4 1 1
14 4 0 3 3 5 2 2 0
15 4 1 1 4 0 4 5 3
16 2 5 0 2 0 4 2 4
17 4 3 3 4 0 3 3 2
18 0 2 2 4 5 2 4 2
19 3 0 0 2 5 1 4 2
20 2 1 3 2 4 4 2 2
21 2 3 2 0 0 2 2 0
22 2 3 1 0 2 1 2 3
23 5 3 0 4 2 2 1 3
24 3 0 1 1 4 4 5 3
25 2 0 3 1 4 1 4 5
26 2 2 3 5 3 2 5 3
27 2 4 3 1 0 3 4 1
28 0 4 2 4 4 1 0 3
29 4 5 3 4 0 3 4 1
30 1 3 4 2 1 2 3 1
31 3 1 3 5 4 3 1 0
32 3 3 1 4 1 3 3 3
33 5 5 3 3 4 4 1 3
34 3 0 3 3 3 0 4 2
35 1 4 2 3 4 1 2 3
36 1 0 1 0 3 3 2 4
37 5 4 1 5 1 3 3 5
38 4 5 5 4 2 3 4 0
39 3 1 3 4 4 1 3 5
40 4 3 3 4 2 3 4 3
41 0 4 1 2 2 3 5 2
42 4 0 4 2 4 4 1 1
43 1 5 3 0 3 2 4 5
44 2 1 5 3 5 1 3 1
45 5 4 4 4 3 5 5 4
46 3 2 3 3 1 3 1 3

Workers Rating 
Scores in Ten skills.

Binomial 
Distribution 
ranging 
between 0 - 5.



47 1 2 4 2 1 1 0 0
48 3 1 3 0 3 1 2 0
49 1 1 2 1 4 3 0 3
50 3 4 4 1 1 2 3 1
51 4 5 1 1 4 2 2 3
52 3 1 3 2 3 2 1 3
53 1 2 1 3 4 4 2 2
54 3 4 1 2 3 4 1 1
55 2 4 3 4 4 4 3 1
56 2 5 2 3 2 1 1 2
57 3 2 4 2 1 5 5 4
58 2 4 1 2 5 2 4 2
59 3 5 2 5 2 4 2 2
60 2 1 3 1 4 0 0 4
61 2 1 0 3 3 3 0 4
62 1 3 3 4 4 2 2 4
63 4 4 4 2 2 3 4 2
64 5 3 3 2 4 3 1 0
65 2 4 4 4 2 3 3 5
66 5 0 1 3 5 4 5 1
67 4 1 1 1 1 3 4 0
68 3 4 2 4 4 3 1 5
69 2 4 4 2 2 4 5 2
70 4 2 3 5 3 2 4 5
71 5 4 4 3 4 3 4 2
72 3 2 2 1 1 4 0 5
73 5 1 2 4 5 0 5 2
74 1 2 4 2 1 1 1 1
75 3 1 4 5 5 2 2 2
76 2 1 2 1 4 3 3 4
77 3 4 1 1 1 4 3 5
78 2 2 3 3 1 2 4 0
79 2 1 1 1 1 3 3 2
80 3 3 5 4 2 3 4 4
81 2 4 4 1 2 4 1 3
82 4 3 2 0 3 3 4 3
83 4 5 2 4 0 1 2 4
84 1 1 4 2 4 0 2 1
85 2 1 1 2 1 3 2 2
86 5 1 1 1 1 5 5 2
87 2 4 5 0 3 5 1 2
88 2 0 2 2 3 4 1 5
89 1 3 4 3 3 1 4 5
90 1 2 3 2 0 2 2 3
91 1 5 4 1 2 4 4 4
92 1 2 2 2 1 2 4 0
93 1 3 1 3 3 2 2 0



94 4 1 2 1 0 5 4 2
95 4 4 2 4 2 0 3 5
96 4 1 2 5 1 4 2 0
97 4 2 2 2 3 0 3 4
98 4 3 3 1 0 2 0 2
99 1 0 4 0 4 1 3 0

100 4 3 1 3 5 4 0 1



Skill  9  Skill  10
1 5
4 4
4 5
0 1
4 4
1 4
2 2
3 0
0 1
3 3
4 1
3 4
3 3
2 3
1 3
4 1
2 4
3 4
1 5
1 3
2 2
2 3
4 4
4 3
2 0
4 1
4 0
0 1
0 1
5 4
5 2
3 3
3 4
0 2
3 1
5 2
1 5
2 2
0 4
4 2
1 1
3 5
3 0
4 4
4 2
2 3



3 3
3 2
2 0
1 4
5 3
4 2
1 4
3 5
2 1
3 2
3 5
2 3
3 4
1 5
2 4
5 4
0 4
1 2
1 3
5 0
2 0
4 4
1 3
0 1
1 0
1 1
2 3
0 4
3 1
1 1
5 2
4 1
1 1
4 5
2 5
1 2
2 3
4 2
2 1
4 2
2 2
1 5
4 2
3 1
4 2
1 1
1 2



3 0
3 2
3 3
1 3
3 0
1 2
2 1



Workers  Skill 1 Skill 2  Skill 3 Skill  4 Skill  5 Skill  6 Skill  7 Skill  8
1 50.00 25.00 25.00 33.00 25.00 50.00 100.00 33.00
2 25.00 25.00 33.00 33.00 33.00 33.00 33.00 50.00
3 33.00 50.00 50.00 100.00 25.00 50.00 25.00 25.00
4 100.00 50.00 25.00 25.00 33.00 100.00 33.00 100.00
5 25.00 100.00 50.00 100.00 25.00 100.00 100.00 33.00
6 100.00 25.00 100.00 33.00 25.00 100.00 33.00 33.00
7 100.00 33.00 100.00 33.00 25.00 25.00 33.00 100.00
8 50.00 33.00 33.00 50.00 100.00 25.00 25.00 100.00
9 100.00 50.00 50.00 25.00 100.00 25.00 25.00 100.00

10 25.00 100.00 100.00 50.00 50.00 100.00 33.00 100.00
11 100.00 100.00 100.00 25.00 33.00 33.00 33.00 33.00
12 33.00 100.00 100.00 25.00 50.00 25.00 33.00 33.00
13 33.00 25.00 50.00 50.00 25.00 100.00 25.00 50.00
14 50.00 100.00 33.00 50.00 50.00 100.00 33.00 50.00
15 50.00 50.00 33.00 100.00 100.00 50.00 33.00 100.00
16 100.00 100.00 100.00 33.00 33.00 25.00 50.00 25.00
17 33.00 33.00 25.00 50.00 100.00 100.00 100.00 50.00
18 33.00 100.00 50.00 33.00 50.00 100.00 100.00 50.00
19 25.00 100.00 25.00 100.00 33.00 100.00 100.00 100.00
20 25.00 100.00 100.00 50.00 50.00 33.00 100.00 100.00
21 33.00 25.00 50.00 25.00 33.00 100.00 25.00 33.00
22 50.00 50.00 100.00 33.00 33.00 25.00 25.00 25.00
23 25.00 50.00 100.00 50.00 50.00 100.00 100.00 25.00
24 100.00 25.00 25.00 33.00 50.00 33.00 100.00 33.00
25 25.00 33.00 50.00 100.00 33.00 25.00 25.00 50.00
26 33.00 33.00 33.00 100.00 50.00 100.00 25.00 100.00
27 50.00 25.00 25.00 33.00 100.00 100.00 50.00 100.00
28 100.00 50.00 50.00 25.00 25.00 33.00 100.00 25.00
29 50.00 25.00 100.00 25.00 25.00 50.00 100.00 25.00
30 50.00 25.00 33.00 25.00 25.00 33.00 25.00 100.00
31 33.00 33.00 50.00 33.00 100.00 25.00 100.00 50.00
32 33.00 50.00 33.00 33.00 25.00 100.00 25.00 33.00
33 100.00 50.00 33.00 25.00 25.00 100.00 50.00 25.00
34 100.00 33.00 100.00 50.00 100.00 100.00 50.00 33.00
35 25.00 50.00 100.00 100.00 33.00 100.00 50.00 100.00
36 25.00 50.00 100.00 50.00 100.00 100.00 100.00 100.00
37 50.00 100.00 25.00 33.00 50.00 25.00 33.00 100.00
38 33.00 25.00 100.00 33.00 100.00 50.00 100.00 50.00
39 25.00 25.00 50.00 33.00 100.00 33.00 50.00 33.00
40 25.00 100.00 33.00 33.00 33.00 50.00 25.00 33.00
41 25.00 25.00 50.00 25.00 25.00 33.00 33.00 33.00
42 33.00 33.00 25.00 33.00 25.00 100.00 25.00 33.00
43 100.00 25.00 33.00 33.00 25.00 50.00 100.00 33.00
44 100.00 25.00 33.00 25.00 25.00 50.00 25.00 50.00
45 50.00 25.00 100.00 33.00 25.00 100.00 33.00 100.00
46 25.00 50.00 25.00 100.00 50.00 50.00 50.00 50.00

Workers Task 
weight for Ten skills

Random number 
generation 
between (100, 25, 
33, 50)



47 100.00 100.00 50.00 50.00 25.00 50.00 33.00 25.00
48 33.00 33.00 50.00 50.00 50.00 33.00 25.00 100.00
49 25.00 100.00 33.00 25.00 25.00 100.00 50.00 33.00
50 25.00 50.00 50.00 25.00 50.00 50.00 50.00 50.00
51 25.00 25.00 33.00 33.00 50.00 50.00 33.00 100.00
52 25.00 33.00 25.00 50.00 33.00 25.00 25.00 33.00
53 100.00 100.00 25.00 100.00 25.00 25.00 25.00 33.00
54 50.00 33.00 100.00 25.00 25.00 50.00 100.00 50.00
55 50.00 33.00 100.00 50.00 25.00 25.00 33.00 100.00
56 25.00 100.00 33.00 100.00 25.00 50.00 33.00 33.00
57 100.00 25.00 50.00 25.00 33.00 100.00 33.00 33.00
58 25.00 25.00 50.00 25.00 25.00 50.00 100.00 50.00
59 100.00 33.00 100.00 100.00 33.00 100.00 33.00 50.00
60 33.00 100.00 33.00 33.00 33.00 25.00 25.00 33.00
61 50.00 33.00 100.00 100.00 50.00 50.00 50.00 50.00
62 25.00 50.00 50.00 33.00 100.00 100.00 100.00 50.00
63 33.00 50.00 50.00 33.00 25.00 50.00 25.00 100.00
64 100.00 50.00 50.00 50.00 25.00 50.00 33.00 100.00
65 33.00 100.00 25.00 100.00 50.00 33.00 33.00 33.00
66 25.00 25.00 33.00 50.00 100.00 100.00 100.00 33.00
67 50.00 25.00 25.00 33.00 50.00 50.00 100.00 100.00
68 50.00 50.00 100.00 33.00 100.00 33.00 33.00 25.00
69 50.00 33.00 33.00 50.00 25.00 100.00 100.00 25.00
70 100.00 33.00 50.00 25.00 100.00 50.00 50.00 100.00
71 100.00 50.00 25.00 25.00 50.00 33.00 25.00 25.00
72 25.00 33.00 33.00 100.00 100.00 25.00 50.00 25.00
73 33.00 33.00 33.00 25.00 50.00 100.00 25.00 25.00
74 33.00 50.00 25.00 33.00 50.00 33.00 33.00 25.00
75 33.00 100.00 50.00 100.00 50.00 25.00 100.00 100.00
76 50.00 100.00 50.00 33.00 33.00 25.00 25.00 100.00
77 25.00 25.00 25.00 50.00 25.00 25.00 50.00 33.00
78 33.00 25.00 100.00 50.00 33.00 50.00 50.00 100.00
79 25.00 33.00 100.00 50.00 50.00 50.00 100.00 33.00
80 50.00 33.00 25.00 50.00 50.00 50.00 25.00 100.00
81 100.00 100.00 25.00 33.00 25.00 33.00 33.00 33.00
82 25.00 25.00 50.00 50.00 100.00 100.00 25.00 100.00
83 33.00 100.00 25.00 50.00 25.00 33.00 100.00 33.00
84 33.00 33.00 100.00 25.00 25.00 25.00 33.00 50.00
85 100.00 33.00 100.00 25.00 100.00 25.00 50.00 100.00
86 25.00 25.00 100.00 100.00 33.00 33.00 50.00 100.00
87 50.00 50.00 33.00 25.00 50.00 100.00 33.00 25.00
88 33.00 50.00 25.00 50.00 25.00 100.00 33.00 25.00
89 33.00 100.00 33.00 100.00 100.00 33.00 33.00 50.00
90 25.00 25.00 25.00 100.00 100.00 50.00 50.00 33.00
91 100.00 25.00 33.00 33.00 50.00 33.00 50.00 33.00
92 25.00 25.00 100.00 100.00 33.00 100.00 50.00 25.00
93 33.00 25.00 100.00 50.00 100.00 50.00 100.00 100.00



94 100.00 33.00 100.00 25.00 50.00 100.00 100.00 33.00
95 25.00 100.00 100.00 50.00 33.00 50.00 100.00 25.00
96 25.00 100.00 100.00 100.00 33.00 50.00 25.00 25.00
97 25.00 33.00 100.00 33.00 25.00 100.00 100.00 50.00
98 100.00 33.00 50.00 25.00 33.00 25.00 25.00 25.00
99 50.00 50.00 50.00 33.00 25.00 100.00 100.00 100.00

100 100.00 50.00 100.00 25.00 25.00 100.00 50.00 33.00



Skill  9  Skill  10
33.00 25.00
33.00 50.00
33.00 25.00

100.00 100.00
100.00 33.00
100.00 33.00

33.00 100.00
100.00 33.00
100.00 25.00
100.00 25.00
100.00 25.00
100.00 100.00

50.00 100.00
25.00 25.00

100.00 50.00
50.00 33.00
33.00 25.00
25.00 25.00
33.00 100.00
33.00 25.00

100.00 50.00
100.00 100.00

33.00 33.00
33.00 33.00
33.00 25.00
33.00 33.00
25.00 25.00
25.00 100.00

100.00 100.00
100.00 100.00

25.00 33.00
33.00 50.00
50.00 100.00
50.00 100.00
25.00 50.00
33.00 50.00

100.00 33.00
100.00 33.00

33.00 100.00
33.00 50.00
33.00 33.00
33.00 33.00

100.00 100.00
33.00 100.00
25.00 25.00
50.00 50.00



50.00 25.00
50.00 25.00
25.00 25.00
50.00 33.00
50.00 50.00

100.00 100.00
100.00 25.00

33.00 33.00
50.00 25.00

100.00 100.00
33.00 33.00
33.00 33.00
50.00 33.00

100.00 33.00
100.00 25.00

25.00 25.00
50.00 50.00
25.00 33.00

100.00 100.00
33.00 100.00

100.00 50.00
100.00 100.00

50.00 100.00
25.00 33.00
50.00 100.00
50.00 100.00

100.00 33.00
25.00 50.00
33.00 33.00
50.00 100.00
33.00 50.00
50.00 33.00
50.00 33.00
33.00 25.00
50.00 25.00
33.00 33.00
25.00 100.00
33.00 50.00
25.00 100.00
33.00 100.00
25.00 100.00
25.00 100.00
33.00 33.00

100.00 100.00
100.00 25.00

25.00 33.00
50.00 50.00



100.00 50.00
25.00 100.00
50.00 100.00
25.00 25.00
50.00 50.00
50.00 100.00
50.00 100.00



Employer commitment Rating
1 0.910855434 1
2 0.996887112 3
3 0.3234962 2
4 0.38001648 4
5 0.229590747 4
6 0.738151189 0
7 0.196539201 0
8 0.902096622 2
9 0.945066683 3

10 0.631763665 4
11 0.741477706 3
12 0.552903836 1
13 0.24713889 4
14 0.627979369 4
15 0.047456282 2
16 0.745109409 0
17 0.357463301 2
18 0.18344676 3
19 0.87981811 4
20 0.277169103 3
21 0.09787286 2
22 0.680837428 3
23 0.046113468 0
24 0.359447005 3
25 0.437452315 1
26 0.912747581 1
27 0.569444868 3
28 0.220252083 4
29 0.299081393 3
30 0.786492508 2
31 0.198980682 3
32 0.698294015 3
33 0.407574694 1
34 0.905758843 5
35 0.290292062 2
36 0.727500229 4
37 0.459395123 0
38 0.185430464 5
39 0.585467086 5
40 0.121097446 4
41 0.396343883 2
42 0.155949583 2
43 0.925290689 4
44 0.560289315 4
45 0.063966796 3
46 0.113315226 4

Employers Files 
Commitment score using uniform distribution.

Rating Score using binomial distribution.



47 0.424176763 3
48 0.194586016 5
49 0.035798212 3
50 0.771172216 0
51 0.139194922 3
52 0.759544664 2
53 0.884914701 0
54 0.570696127 4
55 0.764519181 2
56 0.618366039 3
57 0.684133427 3
58 0.305612354 4
59 0.382549516 3
60 0.633716849 0
61 0.01596118 4
62 0.217291787 1
63 0.802911466 3
64 0.275673696 2
65 0.273415326 3
66 0.217047639 3
67 0.520554216 1
68 0.87243263 4
69 0.533158361 4
70 0.391735588 1
71 0.824304941 0
72 0.409436323 0
73 0.782250435 0
74 0.448591571 4
75 0.086977752 1
76 0.784417249 3
77 0.779595325 1
78 0.255958739 1
79 0.768578143 2
80 0.922696615 4
81 0.333353679 1
82 0.135898923 1
83 0.163151952 3
84 0.661030915 3
85 0.275765252 5
86 0.06491287 4
87 0.421826838 1
88 0.804620502 1
89 0.916348766 3
90 0.439222388 4
91 0.881710257 0
92 0.264473403 3
93 0.254768517 4



94 0.560838649 0
95 0.23300882 3
96 0.681173132 3
97 0.735190893 3
98 0.500320444 2
99 0.555558947 1

100 0.440961943 4



Tasks Type Employer Reward Deadline
1 3 15 392 66
2 6 50 924 88
3 10 9 159 30
4 6 74 527 107
5 2 100 539 15
6 7 70 513 48
7 2 69 253 97
8 2 56 854 94
9 10 98 203 40

10 3 30 669 100
11 10 20 789 52
12 9 73 890 54
13 5 92 742 94
14 6 91 779 57
15 3 47 450 79
16 4 17 879 73
17 8 92 218 20
18 4 69 477 14
19 1 60 584 72
20 8 47 700 95
21 7 40 411 85
22 2 24 826 39
23 1 44 493 36
24 9 20 501 83
25 7 58 320 58
26 8 15 943 29
27 6 98 435 82
28 2 47 312 15
29 1 8 436 14
30 8 18 617 113
31 10 55 248 12
32 4 59 869 90
33 4 39 774 59
34 8 19 343 24
35 3 52 639 113
36 2 29 703 56
37 4 6 804 43
38 7 30 807 112
39 8 34 155 106
40 6 87 239 26
41 7 84 425 105
42 7 40 899 26
43 10 54 819 46
44 8 34 296 33
45 1 74 760 30
46 7 26 557 24

Task Lists (5000 tasks)
 contain task id,
type : random number generation.
Employer: random number generation.
Rewards: uniform distribution.
Deadline: uniform distribution.



47 9 9 994 17
48 1 93 634 39
49 4 79 526 19
50 1 95 690 78
51 2 83 379 108
52 6 55 400 64
53 6 38 350 91
54 6 9 553 66
55 2 6 776 40
56 10 98 157 53
57 3 55 595 45
58 9 66 973 75
59 6 28 344 52
60 3 72 551 48
61 7 82 799 77
62 3 22 180 51
63 10 33 676 87
64 1 98 709 43
65 1 36 762 113
66 4 85 863 102
67 3 29 623 116
68 3 66 758 93
69 3 94 317 55
70 4 38 750 48
71 1 65 436 52
72 1 57 519 63
73 7 16 383 101
74 8 82 616 76
75 2 16 359 16
76 9 91 459 20
77 4 36 632 28
78 3 15 343 100
79 8 86 254 69
80 10 63 370 111
81 5 94 602 12
82 9 70 769 112
83 1 26 512 40
84 5 8 980 38
85 9 22 466 118
86 2 77 648 27
87 8 80 660 24
88 1 4 594 70
89 7 11 627 42
90 8 34 533 81
91 9 83 163 67
92 1 74 453 56
93 5 1 581 89



94 3 54 313 64
95 6 66 363 62
96 5 93 712 44
97 8 11 502 13
98 6 75 552 115
99 8 37 165 27

100 9 70 736 57
101 4 69 862 113
102 8 45 299 21
103 8 4 582 15
104 9 1 888 106
105 2 14 152 21
106 6 22 657 84
107 8 84 510 55
108 3 2 845 94
109 10 24 476 99
110 10 83 845 62
111 1 79 569 47
112 1 23 935 110
113 7 49 661 116
114 1 100 282 15
115 6 13 787 94
116 5 7 691 33
117 7 47 273 38
118 4 42 233 112
119 6 24 444 109
120 8 90 277 17
121 10 52 981 97
122 5 78 686 38
123 10 89 316 71
124 3 89 665 20
125 9 78 604 35
126 8 92 464 117
127 9 16 330 65
128 6 77 571 64
129 6 54 276 97
130 6 92 480 65
131 1 29 520 87
132 2 67 492 28
133 9 86 532 10
134 8 17 290 22
135 7 38 855 48
136 1 92 783 21
137 9 28 789 80
138 8 40 611 89
139 2 1 166 66
140 7 84 733 21



141 7 63 968 88
142 1 40 248 63
143 3 33 796 67
144 9 21 868 44
145 1 64 200 11
146 9 27 952 114
147 9 95 504 82
148 8 90 994 79
149 4 15 691 115
150 4 93 155 115
151 4 91 347 63
152 3 30 461 69
153 10 37 658 42
154 9 91 398 38
155 2 92 720 38
156 10 11 797 43
157 5 100 546 66
158 10 43 956 110
159 10 86 671 91
160 2 10 220 34
161 7 30 497 47
162 1 23 469 55
163 1 72 733 14
164 2 51 547 101
165 1 79 528 37
166 6 51 734 88
167 5 59 582 72
168 3 42 727 73
169 7 39 935 56
170 1 40 520 14
171 10 11 267 94
172 4 79 914 25
173 9 33 792 14
174 8 57 163 83
175 10 84 564 112
176 6 28 647 100
177 10 90 549 41
178 8 7 701 65
179 2 61 158 73
180 7 12 619 118
181 4 75 651 117
182 5 64 438 92
183 4 88 508 69
184 3 74 940 33
185 8 25 488 43
186 5 57 785 51
187 2 61 786 83



188 3 6 276 27
189 5 26 647 64
190 9 45 439 100
191 9 73 549 112
192 3 63 680 69
193 6 74 862 98
194 5 29 793 66
195 5 77 197 113
196 7 86 386 59
197 10 21 908 102
198 3 89 817 78
199 7 45 715 93
200 3 93 633 50
201 6 32 213 62
202 7 62 874 99
203 4 45 398 103
204 3 8 296 18
205 9 85 890 62
206 3 49 529 34
207 4 40 271 33
208 4 32 988 99
209 6 64 621 112
210 3 60 452 67
211 4 14 589 52
212 4 43 657 104
213 4 78 490 92
214 10 56 284 36
215 8 94 989 67
216 1 74 896 119
217 3 69 587 49
218 5 26 866 38
219 1 46 273 22
220 6 72 889 113
221 1 3 850 77
222 10 13 988 77
223 6 90 749 74
224 2 38 663 25
225 5 56 350 49
226 3 7 475 71
227 8 44 350 53
228 2 38 158 32
229 5 82 588 62
230 3 87 603 118
231 9 13 422 94
232 3 29 653 34
233 10 55 930 104
234 5 15 920 23



235 2 52 489 92
236 3 69 151 37
237 8 78 210 33
238 8 15 459 93
239 2 25 236 94
240 2 95 297 42
241 3 36 312 24
242 7 7 732 85
243 6 68 433 38
244 2 13 313 11
245 4 32 252 38
246 1 49 619 96
247 8 46 918 82
248 9 72 600 59
249 3 26 353 12
250 5 28 959 59
251 9 22 985 32
252 8 66 841 17
253 5 64 810 103
254 8 56 456 75
255 2 66 274 11
256 1 41 818 51
257 3 79 622 32
258 7 90 693 30
259 6 20 427 90
260 9 39 676 57
261 1 72 743 55
262 9 15 185 46
263 8 19 495 33
264 3 10 329 67
265 10 74 424 80
266 10 55 351 118
267 4 5 817 87
268 2 5 713 27
269 9 36 809 11
270 6 78 795 43
271 1 72 699 95
272 2 71 618 115
273 3 19 500 22
274 7 27 817 76
275 10 50 370 80
276 5 99 308 51
277 10 29 541 119
278 9 94 698 23
279 2 77 197 114
280 1 37 564 97
281 6 7 165 108



282 3 89 987 53
283 3 44 818 102
284 7 17 697 22
285 5 61 738 88
286 6 44 974 64
287 1 35 599 42
288 6 23 336 36
289 6 45 925 73
290 6 95 525 114
291 3 45 854 68
292 5 67 866 79
293 5 74 553 54
294 1 57 528 79
295 1 74 795 64
296 9 8 291 44
297 7 10 417 114
298 8 17 166 43
299 3 63 302 36
300 1 49 331 61
301 6 7 204 25
302 3 43 705 41
303 10 3 969 34
304 1 76 836 24
305 5 61 496 22
306 5 70 436 95
307 6 69 577 38
308 2 41 326 11
309 9 76 817 119
310 3 9 651 54
311 7 75 346 32
312 10 54 688 108
313 7 91 538 77
314 6 19 472 61
315 3 40 568 29
316 6 50 840 100
317 3 99 551 37
318 4 2 446 58
319 2 66 568 41
320 6 42 343 54
321 5 28 635 89
322 8 61 349 45
323 5 87 705 81
324 2 15 320 59
325 6 76 608 91
326 10 25 927 34
327 4 51 251 97
328 1 92 557 42



329 6 85 214 111
330 5 93 962 107
331 2 86 761 29
332 1 72 569 118
333 4 16 716 54
334 6 95 232 67
335 6 90 276 104
336 9 37 922 99
337 10 94 594 56
338 2 39 620 79
339 6 9 725 21
340 1 77 714 26
341 5 56 248 100
342 6 98 635 31
343 6 97 258 117
344 6 100 259 41
345 3 63 416 100
346 7 43 240 112
347 5 13 523 84
348 2 76 615 19
349 10 3 728 11
350 9 22 205 116
351 9 12 648 80
352 8 40 509 31
353 8 45 963 114
354 6 81 998 83
355 2 89 251 36
356 7 71 992 86
357 4 37 357 39
358 3 83 702 106
359 6 2 267 18
360 3 65 537 100
361 4 5 953 91
362 2 64 391 60
363 8 30 955 76
364 7 25 255 85
365 10 42 975 25
366 4 61 297 38
367 9 2 320 34
368 5 44 240 79
369 8 40 372 47
370 9 10 301 62
371 10 90 832 63
372 5 43 785 29
373 7 36 262 73
374 5 43 835 59
375 3 51 442 81



376 8 39 506 26
377 8 33 579 36
378 7 37 715 114
379 6 88 468 17
380 5 57 880 114
381 4 84 603 24
382 7 9 760 12
383 4 78 372 94
384 6 73 738 72
385 8 48 702 73
386 6 3 353 38
387 3 96 955 90
388 1 86 402 46
389 9 48 653 47
390 5 53 900 94
391 9 57 463 20
392 1 9 728 111
393 6 50 503 77
394 6 22 804 79
395 10 72 842 109
396 10 58 578 87
397 10 82 172 34
398 8 45 998 26
399 3 92 173 77
400 5 41 940 109
401 10 90 388 33
402 5 23 562 69
403 10 99 408 115
404 9 93 514 80
405 8 57 291 106
406 7 9 609 69
407 4 57 482 46
408 8 35 346 46
409 7 33 239 72
410 9 51 226 76
411 1 97 532 50
412 2 100 610 78
413 9 93 917 33
414 7 50 948 114
415 5 43 896 107
416 2 78 327 28
417 7 45 478 117
418 2 8 1000 39
419 6 73 378 102
420 7 70 983 62
421 10 71 360 103
422 6 89 895 59



423 8 79 381 50
424 2 80 166 37
425 2 52 267 95
426 10 20 754 115
427 1 95 723 89
428 9 7 846 44
429 7 3 601 15
430 4 49 759 36
431 2 87 523 25
432 3 87 311 75
433 2 19 486 55
434 1 50 388 115
435 2 45 162 52
436 2 61 543 34
437 8 74 328 107
438 1 43 195 37
439 7 95 729 114
440 9 22 635 46
441 1 57 439 72
442 7 42 951 107
443 8 52 340 105
444 7 13 292 61
445 5 70 421 58
446 1 62 479 64
447 6 15 748 118
448 2 59 510 40
449 10 39 200 66
450 7 88 873 97
451 1 78 673 70
452 8 48 732 54
453 6 61 599 33
454 1 14 936 111
455 5 82 334 31
456 8 68 677 25
457 2 71 932 65
458 1 40 947 104
459 1 5 398 119
460 8 14 176 115
461 9 17 866 69
462 3 44 580 117
463 2 65 284 85
464 4 60 983 43
465 2 30 640 46
466 3 75 915 94
467 7 39 296 107
468 4 98 474 96
469 3 29 923 41



470 2 3 707 94
471 2 98 605 32
472 9 40 768 42
473 6 29 657 13
474 5 90 422 84
475 4 74 713 27
476 7 17 227 119
477 3 30 973 66
478 3 86 793 101
479 6 27 922 101
480 4 82 210 103
481 7 41 760 78
482 3 87 911 99
483 9 30 943 25
484 2 86 860 70
485 6 100 499 53
486 6 14 450 72
487 6 70 555 85
488 9 92 925 73
489 5 46 766 20
490 6 47 838 84
491 10 71 858 113
492 9 3 904 35
493 3 25 980 29
494 8 48 638 36
495 8 70 835 109
496 10 69 724 44
497 5 9 959 56
498 9 11 332 111
499 7 45 509 107
500 9 14 578 48
501 7 72 633 42
502 10 36 734 84
503 3 36 305 73
504 5 51 380 14
505 5 42 504 94
506 7 72 870 96
507 5 4 266 18
508 8 3 531 108
509 5 11 738 80
510 7 14 805 67
511 9 92 636 116
512 8 62 291 61
513 5 37 633 92
514 7 17 802 36
515 9 67 632 27
516 10 73 693 64



517 9 4 595 105
518 3 6 590 28
519 1 39 345 86
520 7 7 664 30
521 1 91 720 106
522 9 56 336 84
523 10 60 891 17
524 8 24 926 108
525 2 98 662 112
526 4 80 286 41
527 1 81 930 35
528 4 30 942 70
529 9 50 834 25
530 5 11 679 38
531 7 64 844 17
532 3 100 935 16
533 3 36 274 84
534 3 41 592 116
535 2 22 789 46
536 7 18 192 14
537 1 6 572 79
538 3 59 730 109
539 8 16 511 96
540 3 32 284 117
541 7 9 991 75
542 1 71 307 69
543 7 93 726 89
544 7 76 154 53
545 1 97 975 50
546 4 19 687 106
547 1 61 381 58
548 10 28 221 119
549 1 59 283 82
550 3 36 837 113
551 5 29 630 107
552 7 40 738 41
553 8 79 179 35
554 2 92 651 10
555 4 53 483 26
556 5 75 505 102
557 1 32 190 47
558 5 52 606 98
559 3 70 940 108
560 5 42 732 75
561 3 13 638 118
562 4 41 197 70
563 7 2 839 55



564 1 32 592 38
565 7 58 368 88
566 7 37 625 16
567 2 82 393 64
568 2 25 318 54
569 1 51 736 65
570 3 26 587 81
571 1 32 753 86
572 5 93 929 36
573 8 16 162 83
574 2 67 817 38
575 3 92 250 35
576 1 41 290 70
577 8 89 527 10
578 5 43 307 56
579 7 11 327 21
580 10 34 946 113
581 1 63 364 45
582 3 54 696 63
583 2 95 551 84
584 6 48 527 98
585 8 5 360 69
586 9 63 894 90
587 1 5 810 37
588 9 48 565 25
589 3 12 399 61
590 5 73 153 104
591 10 100 307 108
592 9 47 280 85
593 10 97 878 64
594 3 74 978 59
595 6 53 378 30
596 1 58 961 54
597 7 68 297 32
598 6 48 353 91
599 10 47 770 109
600 8 66 260 111
601 2 29 156 42
602 1 44 628 67
603 4 35 644 65
604 8 59 324 100
605 7 85 641 84
606 8 22 481 61
607 7 96 736 49
608 4 6 578 64
609 7 77 712 32
610 8 81 707 66



611 3 29 952 70
612 2 74 786 53
613 10 45 497 111
614 5 79 550 98
615 8 65 873 42
616 5 78 502 49
617 7 95 913 35
618 5 82 627 99
619 2 22 849 87
620 10 57 997 12
621 1 1 981 107
622 9 42 910 115
623 5 99 944 12
624 7 73 860 90
625 8 83 494 33
626 10 7 467 69
627 4 16 541 110
628 6 40 715 26
629 4 57 849 65
630 10 30 170 36
631 4 74 944 28
632 5 95 606 12
633 10 83 672 113
634 7 46 641 116
635 1 97 181 32
636 6 67 391 13
637 9 49 274 116
638 4 79 869 49
639 9 39 230 98
640 5 51 288 60
641 1 57 536 68
642 10 77 831 82
643 6 37 532 59
644 7 74 872 72
645 8 48 902 18
646 7 91 809 45
647 1 34 581 89
648 1 87 524 34
649 4 40 771 94
650 7 28 715 24
651 1 18 767 26
652 3 5 655 104
653 7 37 489 88
654 8 6 638 118
655 7 95 435 101
656 7 77 586 39
657 1 74 257 90



658 2 94 810 41
659 6 60 203 56
660 4 25 893 41
661 7 100 822 63
662 8 46 501 29
663 1 91 708 82
664 9 14 487 98
665 3 76 859 57
666 1 30 867 43
667 4 41 557 16
668 4 81 316 44
669 3 86 867 58
670 1 71 181 68
671 5 38 952 11
672 3 59 627 45
673 7 25 837 75
674 10 100 927 41
675 10 16 239 95
676 2 44 452 101
677 10 4 652 112
678 3 80 208 105
679 4 15 278 92
680 4 37 691 42
681 8 65 698 80
682 10 91 774 62
683 9 18 231 63
684 6 14 756 29
685 4 18 580 77
686 1 92 524 36
687 10 69 532 84
688 6 3 360 67
689 7 96 223 85
690 9 39 354 18
691 2 48 283 98
692 4 54 647 92
693 8 59 418 71
694 9 13 945 73
695 6 82 629 69
696 1 3 972 11
697 5 88 273 92
698 5 44 298 93
699 7 46 758 77
700 7 43 798 41
701 1 3 532 64
702 8 49 890 118
703 7 29 789 33
704 2 5 493 77



705 1 28 886 13
706 5 62 842 91
707 3 89 742 93
708 5 22 283 88
709 1 23 232 26
710 8 67 911 83
711 4 79 490 112
712 3 23 492 29
713 1 44 744 49
714 5 98 871 67
715 10 86 949 108
716 1 63 633 83
717 4 95 920 92
718 6 18 929 57
719 9 51 359 85
720 5 69 473 48
721 8 40 579 89
722 3 93 450 31
723 9 23 346 59
724 8 7 646 81
725 5 33 402 83
726 2 79 276 105
727 2 38 340 96
728 1 5 817 15
729 3 99 305 114
730 5 89 925 63
731 9 10 967 85
732 1 92 652 87
733 10 64 489 19
734 10 6 398 25
735 5 75 951 58
736 1 19 721 69
737 1 71 938 67
738 9 90 877 39
739 3 36 503 111
740 8 66 940 107
741 10 72 683 113
742 2 66 856 49
743 1 27 812 75
744 10 9 503 18
745 6 78 240 64
746 10 55 675 105
747 1 78 729 103
748 4 85 281 31
749 8 88 886 103
750 3 62 543 84
751 6 97 660 94



752 4 28 607 39
753 10 21 796 67
754 10 38 346 103
755 5 7 304 12
756 7 74 518 36
757 3 90 392 39
758 4 60 698 109
759 6 30 248 21
760 10 17 720 118
761 8 6 777 20
762 7 45 945 67
763 7 6 863 54
764 8 50 207 66
765 10 9 817 86
766 1 98 382 97
767 5 22 867 64
768 10 14 687 113
769 9 47 530 93
770 3 15 932 11
771 9 30 881 18
772 9 71 261 31
773 6 61 204 14
774 3 71 560 118
775 9 4 758 106
776 4 59 691 109
777 6 3 349 76
778 4 43 306 11
779 7 25 269 21
780 3 54 361 90
781 3 11 407 26
782 8 64 633 64
783 10 69 400 77
784 8 21 681 61
785 10 23 477 99
786 9 2 596 24
787 8 20 412 61
788 9 5 560 114
789 6 41 566 51
790 8 79 190 111
791 7 27 677 10
792 4 26 767 67
793 10 78 795 40
794 8 80 704 100
795 2 10 470 25
796 4 40 453 94
797 7 96 452 44
798 2 67 848 31



799 7 65 736 113
800 1 84 856 46
801 5 99 182 61
802 7 25 512 12
803 2 4 178 43
804 4 93 998 79
805 7 20 951 89
806 1 83 563 119
807 5 90 616 83
808 9 67 411 30
809 1 65 669 46
810 2 50 338 51
811 4 57 618 84
812 9 95 497 61
813 5 8 825 56
814 4 26 792 99
815 6 99 162 86
816 8 81 854 94
817 6 86 209 46
818 5 76 503 15
819 1 87 420 120
820 5 32 881 47
821 8 3 811 66
822 5 26 157 73
823 10 11 174 97
824 4 40 431 14
825 9 47 446 79
826 8 93 998 37
827 2 62 155 72
828 5 21 498 90
829 10 6 587 65
830 7 78 976 114
831 9 7 678 27
832 3 42 229 105
833 5 99 546 56
834 1 77 419 39
835 5 3 444 115
836 5 62 617 48
837 2 7 538 94
838 6 40 586 37
839 8 14 590 82
840 10 89 957 25
841 8 73 928 43
842 1 94 943 37
843 6 31 615 108
844 3 82 978 85
845 1 7 638 118



846 10 78 637 115
847 2 58 453 39
848 8 50 674 84
849 6 33 711 103
850 6 86 672 67
851 2 16 427 25
852 8 75 552 26
853 4 11 719 91
854 8 21 331 112
855 5 90 604 69
856 5 23 277 73
857 6 15 801 45
858 9 5 529 72
859 5 6 633 81
860 10 42 961 95
861 9 66 425 45
862 9 25 823 21
863 1 93 733 40
864 3 76 601 49
865 10 99 708 55
866 2 70 212 76
867 3 60 673 88
868 7 60 647 81
869 4 85 539 67
870 7 7 373 120
871 8 24 808 43
872 4 44 463 77
873 7 87 990 31
874 3 56 197 105
875 9 87 298 47
876 10 52 204 107
877 8 44 600 82
878 9 30 666 84
879 2 50 846 49
880 2 9 776 45
881 8 8 284 31
882 3 33 461 50
883 3 98 873 84
884 2 30 162 38
885 10 93 442 83
886 2 26 472 58
887 3 27 355 19
888 4 90 258 99
889 8 8 515 69
890 2 69 997 59
891 3 79 413 77
892 8 87 577 61



893 4 90 574 52
894 8 65 473 21
895 2 53 861 35
896 2 73 601 43
897 5 3 736 38
898 6 79 746 100
899 1 80 205 62
900 6 56 733 10
901 6 33 534 102
902 7 15 547 111
903 6 59 466 104
904 8 89 701 24
905 3 56 849 90
906 8 83 876 47
907 5 31 899 107
908 10 50 644 84
909 1 57 325 100
910 8 26 550 21
911 6 89 838 96
912 2 93 339 67
913 1 24 764 32
914 7 36 528 44
915 2 87 845 83
916 5 87 961 87
917 10 87 690 55
918 2 15 363 117
919 4 75 283 19
920 8 19 565 18
921 5 59 924 65
922 3 52 305 61
923 1 71 901 116
924 5 18 444 64
925 8 74 503 99
926 2 72 888 96
927 4 58 943 89
928 2 100 801 99
929 5 20 831 100
930 4 47 782 75
931 4 75 423 61
932 6 77 333 13
933 1 98 660 22
934 9 9 906 20
935 9 77 380 48
936 7 100 283 103
937 5 55 634 79
938 10 36 260 89
939 6 87 595 85



940 4 5 326 103
941 8 25 835 50
942 1 23 839 97
943 7 27 695 27
944 8 28 475 90
945 8 9 717 91
946 4 37 282 118
947 9 93 627 61
948 8 25 614 85
949 10 13 178 79
950 7 40 667 101
951 7 49 316 114
952 8 39 781 52
953 1 99 947 62
954 3 6 206 23
955 7 9 445 67
956 2 9 625 90
957 10 72 236 40
958 10 21 503 55
959 3 90 780 37
960 9 43 310 85
961 1 17 476 119
962 1 85 380 65
963 6 16 509 29
964 2 76 420 64
965 7 37 763 39
966 2 25 424 118
967 8 24 439 72
968 10 6 609 75
969 9 42 606 84
970 4 12 327 112
971 6 24 459 31
972 7 64 497 47
973 2 74 308 90
974 8 41 407 88
975 1 76 602 101
976 8 69 841 16
977 4 7 544 88
978 4 88 436 113
979 10 49 845 88
980 2 5 852 71
981 6 70 732 67
982 2 14 372 84
983 8 61 300 105
984 7 17 724 53
985 2 60 487 91
986 6 7 357 96



987 10 10 292 47
988 2 79 997 30
989 10 76 355 116
990 10 42 334 81
991 8 53 943 16
992 9 56 176 49
993 1 40 990 86
994 9 62 903 14
995 6 17 838 51
996 3 1 929 47
997 2 30 398 92
998 2 5 655 64
999 3 82 450 23

1000 8 43 768 105
1001 6 11 308 84
1002 6 60 960 99
1003 1 64 208 22
1004 3 34 513 36
1005 6 26 882 106
1006 9 1 707 33
1007 4 100 666 118
1008 9 73 477 41
1009 9 98 778 16
1010 1 60 453 76
1011 7 50 773 44
1012 8 92 667 101
1013 6 82 483 96
1014 5 45 194 76
1015 2 89 854 101
1016 3 8 454 53
1017 7 28 429 77
1018 2 17 865 94
1019 1 60 332 96
1020 8 97 399 14
1021 4 29 303 78
1022 2 42 570 70
1023 8 66 224 34
1024 1 52 838 112
1025 9 7 421 105
1026 9 79 764 77
1027 6 15 430 22
1028 3 3 761 81
1029 6 11 524 71
1030 8 73 625 109
1031 7 47 991 51
1032 4 62 940 96
1033 2 58 266 59



1034 3 90 792 24
1035 1 24 757 58
1036 8 12 399 99
1037 10 18 150 42
1038 8 100 668 17
1039 6 80 914 71
1040 9 16 368 102
1041 10 100 386 91
1042 6 85 247 47
1043 2 71 880 60
1044 5 89 566 29
1045 5 6 674 86
1046 6 53 873 22
1047 7 81 816 76
1048 7 47 269 50
1049 5 84 941 59
1050 6 76 588 39
1051 2 31 801 65
1052 6 1 887 78
1053 1 49 927 64
1054 7 94 578 74
1055 2 59 735 72
1056 7 19 422 27
1057 5 81 352 64
1058 3 23 530 67
1059 2 91 351 90
1060 9 83 330 83
1061 1 66 962 31
1062 4 23 239 111
1063 3 31 860 62
1064 5 48 692 27
1065 6 34 291 106
1066 5 90 606 68
1067 3 38 813 61
1068 10 15 840 60
1069 9 33 516 11
1070 6 72 944 59
1071 2 97 443 38
1072 5 66 884 97
1073 10 55 165 92
1074 6 61 185 55
1075 10 54 278 80
1076 6 79 872 54
1077 7 24 551 11
1078 4 7 628 21
1079 3 94 643 88
1080 1 66 706 113



1081 8 62 623 78
1082 9 78 537 53
1083 2 71 580 55
1084 3 57 928 55
1085 4 33 234 51
1086 10 20 602 81
1087 8 64 258 86
1088 7 12 694 61
1089 8 92 797 74
1090 7 89 366 116
1091 1 70 313 103
1092 2 95 715 97
1093 2 95 389 88
1094 4 13 280 81
1095 10 10 476 50
1096 9 99 681 57
1097 6 12 323 101
1098 8 44 790 73
1099 5 75 281 91
1100 4 3 638 92
1101 5 63 689 73
1102 2 38 517 114
1103 5 52 820 75
1104 4 33 934 108
1105 9 54 198 24
1106 10 84 234 116
1107 6 4 977 76
1108 5 35 869 65
1109 4 60 771 17
1110 5 49 253 107
1111 1 73 716 64
1112 4 43 842 52
1113 2 27 759 69
1114 8 66 475 28
1115 3 20 596 88
1116 5 94 507 17
1117 4 39 187 75
1118 10 15 911 12
1119 6 72 745 10
1120 4 56 258 110
1121 2 95 205 31
1122 5 19 892 19
1123 9 4 372 49
1124 6 22 258 75
1125 9 31 590 87
1126 2 100 704 75
1127 7 72 177 92



1128 3 99 953 88
1129 2 76 439 38
1130 2 53 481 91
1131 1 73 260 23
1132 8 14 957 54
1133 3 9 788 19
1134 10 19 946 70
1135 5 12 983 105
1136 9 68 520 70
1137 6 80 698 112
1138 4 100 814 19
1139 7 13 232 53
1140 7 10 507 77
1141 8 72 847 87
1142 7 53 570 28
1143 8 89 482 14
1144 4 67 843 79
1145 2 96 215 81
1146 2 71 614 65
1147 8 50 420 108
1148 7 53 270 51
1149 3 35 760 119
1150 8 74 953 52
1151 9 37 670 84
1152 9 35 509 33
1153 9 21 556 53
1154 4 32 628 108
1155 7 8 931 58
1156 9 62 516 94
1157 8 70 506 38
1158 6 91 647 85
1159 10 60 223 24
1160 6 31 942 94
1161 6 71 845 22
1162 10 45 969 53
1163 10 91 494 89
1164 9 24 226 42
1165 8 90 638 27
1166 7 39 415 81
1167 5 96 640 22
1168 6 95 729 97
1169 6 54 313 36
1170 9 88 246 91
1171 3 29 741 45
1172 9 40 400 11
1173 4 66 851 41
1174 9 22 725 19



1175 3 77 162 37
1176 9 50 262 41
1177 10 18 541 57
1178 7 36 769 35
1179 7 72 821 88
1180 7 16 678 42
1181 5 24 781 115
1182 1 55 199 103
1183 10 11 976 82
1184 6 44 530 94
1185 6 60 565 42
1186 4 39 246 44
1187 3 64 186 70
1188 7 10 310 30
1189 7 66 490 13
1190 10 37 968 37
1191 5 7 793 95
1192 7 81 323 11
1193 4 94 182 52
1194 8 50 594 100
1195 5 41 223 115
1196 4 58 937 60
1197 1 68 624 112
1198 5 99 536 14
1199 2 42 269 32
1200 6 4 339 48
1201 1 18 374 31
1202 6 39 703 100
1203 6 9 450 118
1204 8 86 975 26
1205 3 66 563 90
1206 10 41 744 26
1207 1 32 745 96
1208 7 93 593 74
1209 8 73 867 51
1210 6 76 358 20
1211 8 37 359 33
1212 2 73 305 112
1213 3 78 489 54
1214 6 4 700 110
1215 6 82 825 86
1216 4 49 492 76
1217 10 22 777 12
1218 10 72 869 30
1219 1 70 931 58
1220 2 23 824 107
1221 3 47 598 31



1222 4 8 857 119
1223 10 26 288 92
1224 1 91 709 68
1225 2 94 624 19
1226 1 32 698 33
1227 10 27 732 65
1228 9 48 299 18
1229 4 36 837 21
1230 2 76 396 113
1231 3 97 270 93
1232 10 96 916 73
1233 8 87 642 112
1234 2 84 557 22
1235 3 54 199 41
1236 1 45 774 80
1237 9 57 319 62
1238 7 29 677 44
1239 10 66 590 20
1240 9 78 168 58
1241 4 63 460 14
1242 8 28 949 89
1243 6 43 494 90
1244 5 59 941 72
1245 9 83 678 96
1246 5 54 283 64
1247 3 78 153 43
1248 4 78 807 55
1249 7 51 171 93
1250 10 81 671 38
1251 7 53 353 23
1252 5 27 508 14
1253 2 90 598 59
1254 5 8 376 19
1255 8 71 426 107
1256 1 69 552 15
1257 2 18 226 40
1258 8 50 526 81
1259 3 32 253 46
1260 2 10 432 66
1261 8 49 225 105
1262 7 72 811 115
1263 6 39 960 30
1264 5 79 865 64
1265 9 37 163 81
1266 3 23 336 44
1267 10 95 324 50
1268 1 37 704 36



1269 8 84 165 63
1270 3 82 602 108
1271 4 70 529 55
1272 8 87 960 55
1273 3 33 417 116
1274 3 23 311 82
1275 7 57 479 106
1276 7 65 788 77
1277 7 36 152 17
1278 1 6 199 108
1279 2 10 513 96
1280 7 31 424 70
1281 4 91 411 86
1282 3 99 830 29
1283 2 95 235 109
1284 4 55 173 119
1285 4 67 813 13
1286 7 82 467 15
1287 6 69 300 99
1288 1 93 243 115
1289 10 76 579 14
1290 2 81 624 26
1291 7 77 760 86
1292 8 37 721 37
1293 8 30 847 118
1294 10 66 921 22
1295 1 19 879 84
1296 8 97 533 96
1297 9 38 666 70
1298 6 88 166 12
1299 7 69 655 85
1300 5 8 633 103
1301 5 62 703 39
1302 3 93 623 82
1303 1 42 462 91
1304 3 77 930 88
1305 8 42 267 95
1306 6 52 915 51
1307 2 78 761 68
1308 2 96 415 81
1309 8 99 822 94
1310 7 56 879 103
1311 1 87 829 34
1312 5 68 234 12
1313 5 38 740 17
1314 4 40 423 64
1315 10 41 156 50



1316 4 30 447 35
1317 8 32 424 88
1318 7 51 396 101
1319 8 19 618 112
1320 7 54 412 44
1321 3 10 852 63
1322 5 22 288 76
1323 4 77 325 23
1324 3 66 365 115
1325 4 5 217 88
1326 3 23 743 101
1327 5 26 188 32
1328 9 35 501 96
1329 1 1 612 108
1330 4 4 626 92
1331 3 74 518 115
1332 4 72 247 72
1333 1 78 545 104
1334 9 69 869 92
1335 2 8 209 106
1336 3 95 825 33
1337 1 88 525 19
1338 8 1 585 34
1339 4 69 434 105
1340 4 6 202 56
1341 4 95 908 111
1342 3 41 228 62
1343 10 34 796 61
1344 4 60 514 63
1345 5 58 536 24
1346 3 16 679 83
1347 3 28 889 52
1348 3 79 921 55
1349 4 1 872 96
1350 1 67 308 98
1351 8 59 314 56
1352 3 99 229 97
1353 2 69 352 94
1354 1 29 967 102
1355 4 26 764 56
1356 6 66 928 60
1357 5 37 659 106
1358 3 82 323 114
1359 4 6 665 67
1360 4 97 744 63
1361 2 66 295 114
1362 10 36 196 110



1363 5 53 436 31
1364 10 29 742 76
1365 4 33 558 99
1366 4 14 649 90
1367 8 32 362 53
1368 7 49 787 60
1369 2 77 986 72
1370 8 55 995 60
1371 2 17 639 47
1372 8 76 344 99
1373 7 41 884 21
1374 9 69 428 45
1375 10 79 880 29
1376 7 84 932 38
1377 3 98 160 31
1378 2 5 731 18
1379 8 50 155 22
1380 5 72 1000 47
1381 8 73 754 18
1382 1 71 374 89
1383 6 24 787 37
1384 8 31 801 95
1385 1 67 216 15
1386 4 7 312 72
1387 10 95 839 86
1388 3 55 386 87
1389 7 70 801 98
1390 6 89 581 87
1391 2 57 610 27
1392 7 26 623 67
1393 4 71 992 13
1394 1 34 359 100
1395 7 46 425 85
1396 3 49 581 48
1397 5 31 469 34
1398 1 80 996 71
1399 7 40 582 81
1400 6 81 342 77
1401 10 75 728 109
1402 10 66 872 39
1403 1 47 308 85
1404 9 56 852 107
1405 1 71 937 56
1406 5 5 289 46
1407 9 35 615 94
1408 7 80 544 45
1409 9 55 954 73



1410 5 29 160 117
1411 2 31 266 115
1412 3 82 753 117
1413 4 38 925 115
1414 3 47 789 91
1415 8 67 809 26
1416 1 50 927 39
1417 8 8 863 71
1418 7 2 674 54
1419 9 24 507 43
1420 9 22 782 101
1421 5 24 684 49
1422 4 63 764 90
1423 10 54 796 58
1424 3 25 588 32
1425 6 36 713 63
1426 8 89 497 87
1427 1 11 846 10
1428 4 28 591 47
1429 1 12 562 89
1430 7 54 419 77
1431 2 79 452 95
1432 8 93 957 69
1433 9 28 665 100
1434 1 99 242 88
1435 1 100 422 110
1436 1 38 697 101
1437 2 53 958 65
1438 8 38 347 102
1439 6 20 307 58
1440 5 36 345 44
1441 8 31 996 79
1442 4 97 701 72
1443 9 67 484 80
1444 5 72 913 58
1445 6 76 248 44
1446 3 5 927 60
1447 4 33 774 82
1448 4 99 493 112
1449 6 79 297 66
1450 3 66 606 109
1451 4 74 920 110
1452 5 73 571 23
1453 2 1 903 113
1454 4 45 995 20
1455 5 89 211 60
1456 6 48 481 64



1457 3 62 1000 84
1458 9 88 446 87
1459 8 84 709 119
1460 8 39 560 41
1461 6 30 829 61
1462 6 40 857 83
1463 3 71 323 85
1464 8 18 939 89
1465 10 73 990 18
1466 5 68 435 97
1467 6 66 606 45
1468 1 7 368 12
1469 6 54 547 66
1470 10 95 313 76
1471 5 32 183 32
1472 6 57 721 65
1473 10 2 194 91
1474 7 93 289 112
1475 7 81 413 27
1476 4 35 327 11
1477 8 42 693 71
1478 3 97 189 101
1479 7 74 992 19
1480 8 94 475 21
1481 2 88 903 31
1482 9 85 814 63
1483 7 55 177 60
1484 7 20 572 12
1485 5 43 912 63
1486 2 39 577 37
1487 6 32 318 19
1488 5 87 380 11
1489 3 98 978 11
1490 4 51 493 104
1491 6 29 214 97
1492 8 34 944 13
1493 6 6 970 26
1494 4 100 872 109
1495 5 95 468 19
1496 10 59 533 45
1497 10 67 330 60
1498 2 77 681 54
1499 10 5 830 64
1500 8 27 166 116
1501 8 80 713 26
1502 6 86 776 97
1503 3 32 388 98



1504 9 81 594 102
1505 3 34 289 47
1506 4 23 712 15
1507 6 47 854 96
1508 6 13 208 23
1509 8 33 541 83
1510 7 87 551 39
1511 9 22 846 67
1512 8 42 386 94
1513 2 71 951 110
1514 9 22 754 64
1515 2 86 969 26
1516 6 66 568 23
1517 3 12 723 60
1518 7 95 535 15
1519 6 51 798 118
1520 6 11 603 11
1521 2 60 756 111
1522 10 70 525 21
1523 9 9 761 99
1524 9 58 311 74
1525 10 71 392 118
1526 8 7 754 110
1527 3 67 230 60
1528 6 63 222 26
1529 9 82 845 95
1530 5 1 664 45
1531 1 22 559 40
1532 2 3 207 47
1533 7 29 471 80
1534 3 62 651 116
1535 8 70 990 98
1536 6 57 828 112
1537 9 49 606 105
1538 8 47 810 100
1539 7 65 402 16
1540 8 92 729 48
1541 5 2 325 21
1542 10 85 617 69
1543 1 93 490 101
1544 6 75 831 71
1545 9 52 542 118
1546 4 83 334 31
1547 3 37 385 65
1548 10 33 158 29
1549 8 19 905 103
1550 1 65 223 94



1551 3 16 402 76
1552 3 16 857 58
1553 7 9 574 106
1554 7 7 882 42
1555 9 28 692 92
1556 10 38 444 22
1557 3 1 761 90
1558 7 9 819 86
1559 4 77 571 15
1560 4 93 731 82
1561 1 28 579 107
1562 6 99 516 39
1563 9 81 455 100
1564 3 46 420 118
1565 9 43 244 92
1566 2 39 581 20
1567 1 61 274 68
1568 6 53 823 13
1569 5 99 603 99
1570 4 47 721 17
1571 1 30 548 101
1572 5 24 181 59
1573 4 51 293 109
1574 2 98 715 105
1575 7 51 847 82
1576 9 19 952 95
1577 6 75 759 97
1578 2 40 764 89
1579 9 1 960 40
1580 7 25 453 19
1581 10 34 887 29
1582 3 26 721 19
1583 1 71 353 27
1584 5 64 238 106
1585 4 62 806 50
1586 5 58 656 32
1587 8 72 397 72
1588 6 66 387 114
1589 3 11 899 82
1590 5 100 562 81
1591 6 58 676 111
1592 2 91 470 119
1593 8 2 257 83
1594 2 64 823 102
1595 3 90 675 69
1596 2 19 550 105
1597 10 8 165 93



1598 9 57 384 71
1599 2 11 699 21
1600 3 89 222 14
1601 2 93 720 85
1602 8 79 190 62
1603 4 12 579 32
1604 1 22 916 45
1605 6 65 394 76
1606 10 27 353 103
1607 7 9 210 59
1608 3 35 982 49
1609 1 77 271 89
1610 9 95 305 27
1611 1 40 471 71
1612 1 73 678 111
1613 3 35 653 65
1614 5 1 587 19
1615 6 26 943 82
1616 2 19 633 70
1617 1 77 259 113
1618 4 50 239 62
1619 5 57 609 69
1620 7 50 704 71
1621 5 83 187 74
1622 6 23 350 75
1623 6 38 498 106
1624 7 43 642 111
1625 7 78 737 13
1626 6 12 923 72
1627 8 65 868 26
1628 6 55 153 26
1629 7 63 922 63
1630 1 3 754 26
1631 5 13 392 54
1632 5 73 603 69
1633 1 76 679 12
1634 10 89 258 86
1635 1 49 977 74
1636 2 90 853 12
1637 7 42 289 41
1638 7 55 763 63
1639 7 19 193 56
1640 10 62 541 112
1641 10 81 427 31
1642 9 37 220 60
1643 6 43 443 83
1644 3 22 724 109



1645 1 30 746 56
1646 8 34 952 38
1647 1 36 685 106
1648 3 95 765 51
1649 6 85 423 24
1650 1 91 475 85
1651 6 47 708 31
1652 7 22 917 74
1653 7 19 266 104
1654 8 100 581 90
1655 4 11 760 69
1656 6 87 987 107
1657 6 87 461 111
1658 10 43 603 104
1659 6 50 183 77
1660 9 54 303 23
1661 10 88 361 43
1662 5 77 714 16
1663 2 59 800 23
1664 8 67 386 93
1665 1 51 336 54
1666 4 78 721 33
1667 7 70 867 82
1668 9 57 274 93
1669 3 32 196 71
1670 1 18 654 33
1671 7 68 631 70
1672 9 36 338 91
1673 1 29 160 84
1674 4 89 522 66
1675 4 15 196 36
1676 1 99 295 55
1677 6 14 568 14
1678 2 2 427 63
1679 4 39 562 52
1680 10 4 448 107
1681 5 90 368 70
1682 7 3 961 45
1683 9 79 418 49
1684 6 14 365 99
1685 9 34 780 49
1686 2 63 827 85
1687 5 51 408 40
1688 7 24 634 116
1689 10 100 553 43
1690 5 11 954 15
1691 4 24 662 32



1692 6 29 183 36
1693 7 59 289 18
1694 10 96 161 106
1695 6 54 743 86
1696 9 80 778 72
1697 1 56 530 59
1698 7 67 977 63
1699 3 4 574 51
1700 7 10 973 109
1701 5 17 890 72
1702 2 75 464 102
1703 7 73 427 79
1704 6 96 474 89
1705 3 100 235 81
1706 2 63 829 19
1707 9 23 244 29
1708 5 79 608 118
1709 7 42 927 11
1710 7 78 199 19
1711 5 87 627 67
1712 3 37 584 43
1713 4 40 151 98
1714 2 100 895 93
1715 8 83 659 23
1716 8 99 752 31
1717 7 97 234 63
1718 10 76 687 63
1719 4 99 856 40
1720 1 88 652 112
1721 10 29 570 31
1722 8 2 967 50
1723 8 83 441 62
1724 1 66 496 22
1725 5 4 517 34
1726 6 23 721 77
1727 1 68 658 51
1728 3 66 678 65
1729 1 30 533 95
1730 1 47 872 102
1731 5 40 763 117
1732 1 45 310 118
1733 6 29 305 118
1734 2 54 653 77
1735 8 35 957 33
1736 7 66 436 58
1737 4 7 701 81
1738 7 60 357 106



1739 4 20 597 84
1740 9 41 995 42
1741 6 58 639 66
1742 1 34 631 92
1743 6 21 853 58
1744 5 71 614 64
1745 9 89 809 72
1746 10 29 775 40
1747 10 70 997 106
1748 6 84 193 102
1749 3 84 242 29
1750 8 61 637 72
1751 2 42 889 61
1752 2 43 649 27
1753 2 19 202 78
1754 10 85 936 116
1755 7 75 555 37
1756 2 66 904 66
1757 7 13 567 87
1758 9 26 643 84
1759 4 2 904 29
1760 8 90 919 93
1761 4 25 599 17
1762 9 70 708 67
1763 3 28 749 118
1764 5 80 560 85
1765 2 19 332 11
1766 1 1 862 27
1767 10 76 966 80
1768 7 16 801 25
1769 4 19 889 33
1770 6 30 475 62
1771 10 62 762 30
1772 5 25 603 32
1773 7 64 779 39
1774 7 72 411 76
1775 3 62 286 12
1776 3 80 220 117
1777 9 95 963 65
1778 7 91 701 20
1779 9 5 491 41
1780 3 19 870 119
1781 2 50 421 110
1782 5 66 330 94
1783 10 45 912 75
1784 9 54 470 90
1785 9 72 971 82



1786 10 4 756 106
1787 5 6 680 79
1788 10 94 886 50
1789 10 44 515 117
1790 1 35 757 107
1791 6 14 911 109
1792 6 77 879 31
1793 5 40 263 11
1794 10 22 386 84
1795 5 74 188 33
1796 1 71 410 102
1797 10 50 869 53
1798 3 42 756 66
1799 7 53 819 13
1800 7 37 685 87
1801 6 67 262 112
1802 3 66 454 52
1803 4 27 589 62
1804 3 27 941 87
1805 2 16 430 65
1806 6 3 806 27
1807 8 18 438 116
1808 2 67 172 112
1809 7 1 216 46
1810 9 43 377 42
1811 2 10 249 41
1812 2 81 528 19
1813 5 7 952 85
1814 9 92 295 47
1815 5 69 401 27
1816 5 21 203 49
1817 6 29 283 54
1818 7 92 772 17
1819 4 20 841 11
1820 1 29 584 91
1821 2 9 999 17
1822 1 85 216 60
1823 8 34 877 24
1824 8 83 171 44
1825 10 74 898 49
1826 3 67 258 49
1827 7 23 786 91
1828 9 54 912 59
1829 6 19 674 52
1830 4 53 877 26
1831 4 46 802 41
1832 9 28 294 83



1833 4 33 968 56
1834 5 40 866 10
1835 8 62 273 72
1836 6 56 784 115
1837 5 17 930 11
1838 9 23 559 47
1839 7 42 195 92
1840 8 39 627 30
1841 5 4 854 99
1842 7 45 806 107
1843 2 32 871 22
1844 9 88 975 84
1845 5 97 869 13
1846 10 30 237 112
1847 2 37 452 60
1848 7 5 171 54
1849 1 92 775 117
1850 6 22 933 53
1851 3 23 557 18
1852 3 85 803 107
1853 6 7 662 65
1854 8 24 752 12
1855 8 70 923 35
1856 1 72 348 39
1857 10 15 604 104
1858 5 8 279 68
1859 1 27 340 111
1860 7 95 382 81
1861 9 92 760 96
1862 9 45 944 108
1863 9 74 271 19
1864 10 12 922 37
1865 6 92 187 45
1866 2 11 185 82
1867 7 93 357 94
1868 2 70 420 41
1869 10 22 778 19
1870 6 86 989 64
1871 3 4 912 79
1872 2 30 283 35
1873 10 81 197 88
1874 10 29 893 96
1875 10 85 753 39
1876 9 61 435 65
1877 5 35 615 12
1878 6 77 738 75
1879 2 21 380 71



1880 3 32 939 110
1881 7 46 970 71
1882 4 82 788 77
1883 7 80 540 93
1884 3 89 465 31
1885 10 22 406 50
1886 6 90 721 78
1887 6 4 238 46
1888 10 81 653 107
1889 7 41 168 43
1890 4 3 855 17
1891 4 46 395 57
1892 7 5 350 93
1893 4 29 151 113
1894 4 66 703 13
1895 8 97 203 108
1896 4 31 702 42
1897 9 88 330 44
1898 2 3 736 71
1899 3 75 877 84
1900 5 44 802 25
1901 5 46 729 73
1902 9 29 891 47
1903 10 35 463 79
1904 3 86 629 34
1905 7 76 796 103
1906 8 90 845 100
1907 4 24 337 68
1908 7 45 344 59
1909 9 18 342 35
1910 7 85 706 98
1911 5 5 274 46
1912 4 61 759 72
1913 4 55 370 45
1914 2 55 338 54
1915 3 9 152 42
1916 7 80 854 33
1917 9 56 840 37
1918 9 65 209 86
1919 8 55 484 50
1920 8 22 567 79
1921 2 15 508 67
1922 2 90 294 89
1923 7 30 290 28
1924 6 84 460 36
1925 7 63 976 85
1926 6 49 775 34



1927 1 93 644 116
1928 1 30 556 46
1929 6 93 543 20
1930 6 93 196 100
1931 10 23 515 27
1932 5 7 995 29
1933 9 80 397 101
1934 3 13 788 14
1935 9 59 894 72
1936 10 78 838 115
1937 7 93 236 16
1938 4 58 470 89
1939 1 72 411 119
1940 7 81 254 71
1941 3 4 759 98
1942 9 34 778 57
1943 6 93 988 53
1944 7 75 673 87
1945 6 28 312 65
1946 1 8 886 48
1947 6 82 795 32
1948 1 83 518 80
1949 10 73 581 42
1950 10 20 175 20
1951 10 85 690 15
1952 8 20 661 82
1953 8 91 974 51
1954 8 79 756 31
1955 2 71 561 50
1956 3 34 171 88
1957 9 84 824 57
1958 4 70 959 69
1959 2 56 711 44
1960 8 8 797 66
1961 9 47 954 56
1962 5 62 943 65
1963 3 55 849 52
1964 10 35 730 26
1965 1 79 803 94
1966 10 12 379 24
1967 1 98 772 15
1968 10 99 328 108
1969 9 36 485 33
1970 4 2 880 21
1971 1 38 407 118
1972 3 22 380 12
1973 1 86 583 52



1974 3 4 765 92
1975 7 62 751 28
1976 5 26 262 46
1977 8 36 566 49
1978 9 87 787 111
1979 4 30 822 41
1980 2 93 370 47
1981 8 89 506 28
1982 3 27 756 16
1983 1 8 657 103
1984 4 80 893 90
1985 5 18 202 92
1986 8 28 600 17
1987 5 2 386 65
1988 9 92 454 114
1989 9 65 390 20
1990 1 30 230 61
1991 2 93 291 93
1992 7 87 274 83
1993 3 50 973 16
1994 6 65 707 66
1995 7 81 401 96
1996 4 85 401 12
1997 1 7 976 99
1998 7 32 239 73
1999 2 89 282 58
2000 7 82 451 27
2001 2 10 242 34
2002 5 34 234 66
2003 8 33 953 26
2004 9 39 751 32
2005 1 51 789 29
2006 1 40 505 58
2007 5 90 260 104
2008 10 28 197 19
2009 7 59 184 27
2010 8 32 544 68
2011 10 3 626 78
2012 6 55 286 47
2013 10 24 346 16
2014 10 9 417 39
2015 2 82 958 16
2016 1 63 614 43
2017 8 60 357 71
2018 4 56 340 100
2019 3 82 992 49
2020 5 72 396 106



2021 4 90 928 24
2022 10 23 989 107
2023 6 87 892 106
2024 9 2 628 42
2025 10 94 995 98
2026 4 38 220 88
2027 10 25 589 17
2028 9 91 218 106
2029 3 73 502 111
2030 1 3 970 91
2031 3 9 380 109
2032 9 11 250 65
2033 10 5 891 11
2034 7 30 547 54
2035 3 66 471 54
2036 8 64 361 75
2037 8 31 359 108
2038 2 58 713 75
2039 10 41 983 59
2040 10 18 536 42
2041 6 96 901 36
2042 2 53 267 59
2043 5 89 948 70
2044 4 93 806 98
2045 9 8 392 86
2046 2 85 198 95
2047 6 13 383 88
2048 7 94 260 61
2049 9 32 339 93
2050 2 47 939 105
2051 5 71 549 118
2052 2 8 598 75
2053 4 93 849 67
2054 9 70 566 20
2055 8 88 543 15
2056 3 67 337 66
2057 2 27 696 64
2058 8 21 664 103
2059 3 34 627 37
2060 7 10 202 116
2061 8 79 377 75
2062 2 31 652 53
2063 1 96 244 52
2064 8 72 708 50
2065 7 84 548 71
2066 1 17 883 23
2067 3 51 281 111



2068 8 91 567 107
2069 8 63 534 95
2070 9 55 431 89
2071 2 57 907 85
2072 9 52 728 110
2073 5 91 335 114
2074 5 81 514 109
2075 10 20 325 90
2076 4 90 586 16
2077 5 9 643 47
2078 2 24 315 16
2079 10 75 194 80
2080 5 80 508 119
2081 6 63 880 46
2082 6 66 412 66
2083 5 15 974 89
2084 3 83 623 47
2085 9 66 823 96
2086 6 33 564 96
2087 1 88 590 57
2088 2 13 668 24
2089 3 20 736 119
2090 3 85 275 74
2091 7 42 922 75
2092 7 51 191 87
2093 8 12 453 103
2094 2 46 788 88
2095 6 73 670 76
2096 2 68 497 102
2097 7 20 862 103
2098 8 89 758 111
2099 7 6 345 32
2100 3 30 840 106
2101 1 20 561 78
2102 10 81 426 87
2103 10 88 492 23
2104 7 13 460 73
2105 6 79 487 81
2106 9 23 595 118
2107 4 40 187 18
2108 10 69 643 76
2109 7 22 805 96
2110 8 4 163 119
2111 4 2 724 60
2112 4 14 574 40
2113 5 81 296 41
2114 7 77 628 114



2115 2 63 277 28
2116 2 42 700 67
2117 7 97 377 117
2118 5 26 914 18
2119 3 19 604 113
2120 2 59 579 75
2121 3 48 205 31
2122 3 31 289 61
2123 8 78 530 84
2124 8 89 685 82
2125 4 58 290 37
2126 7 1 361 40
2127 1 46 677 17
2128 6 36 226 81
2129 7 20 214 110
2130 2 100 990 117
2131 6 57 973 119
2132 9 77 466 71
2133 9 72 247 91
2134 6 81 643 105
2135 10 90 966 17
2136 6 59 508 71
2137 9 90 940 94
2138 9 20 272 89
2139 7 87 611 97
2140 4 39 962 18
2141 9 64 293 49
2142 4 76 860 105
2143 5 49 525 72
2144 2 82 762 54
2145 4 19 434 83
2146 7 86 504 45
2147 10 28 216 36
2148 1 23 871 85
2149 9 79 445 83
2150 10 15 725 62
2151 1 22 922 43
2152 7 38 966 11
2153 8 39 880 12
2154 5 14 692 117
2155 5 97 549 46
2156 3 99 300 69
2157 8 21 856 107
2158 5 38 929 18
2159 3 41 900 15
2160 4 24 745 32
2161 4 93 518 99



2162 3 18 299 48
2163 5 11 269 46
2164 3 79 245 17
2165 3 86 805 116
2166 4 39 204 110
2167 6 25 928 81
2168 5 22 188 96
2169 8 62 560 91
2170 3 55 609 13
2171 4 50 320 49
2172 3 62 488 40
2173 1 12 778 108
2174 10 19 154 51
2175 5 40 621 24
2176 2 46 768 19
2177 7 1 726 70
2178 9 80 260 79
2179 3 99 341 22
2180 3 19 994 70
2181 8 70 821 116
2182 2 9 832 108
2183 9 81 954 10
2184 1 58 412 25
2185 2 79 417 59
2186 1 51 226 62
2187 3 13 723 86
2188 4 6 863 34
2189 8 46 277 49
2190 5 33 676 65
2191 3 27 200 78
2192 4 70 592 70
2193 2 37 422 81
2194 1 73 405 12
2195 10 85 933 69
2196 3 42 789 86
2197 3 9 607 86
2198 7 35 806 117
2199 3 76 597 91
2200 3 83 755 105
2201 1 31 897 15
2202 2 45 571 92
2203 10 83 930 70
2204 1 57 533 26
2205 8 84 241 96
2206 1 9 918 77
2207 1 40 253 22
2208 6 60 523 88



2209 9 31 734 15
2210 2 3 569 99
2211 10 63 551 37
2212 2 57 739 118
2213 9 100 154 68
2214 7 65 394 83
2215 5 13 880 46
2216 3 13 293 56
2217 9 85 858 59
2218 2 81 630 39
2219 7 81 293 26
2220 4 16 617 93
2221 10 31 637 102
2222 10 56 365 49
2223 5 82 753 80
2224 8 30 245 53
2225 2 97 406 68
2226 1 39 932 105
2227 3 57 910 33
2228 1 47 827 107
2229 1 46 283 100
2230 5 56 773 72
2231 6 78 963 120
2232 3 56 300 14
2233 1 22 232 30
2234 9 39 424 75
2235 6 5 153 53
2236 9 65 521 100
2237 7 68 618 115
2238 1 71 951 18
2239 2 27 287 37
2240 7 36 199 44
2241 7 80 156 42
2242 6 26 853 88
2243 8 18 239 51
2244 1 72 441 11
2245 4 85 204 66
2246 10 86 301 66
2247 3 88 799 46
2248 10 49 522 109
2249 8 81 976 15
2250 6 65 696 67
2251 6 83 544 54
2252 1 53 171 45
2253 5 9 327 119
2254 6 9 783 104
2255 9 97 410 88



2256 3 36 420 22
2257 10 79 232 77
2258 5 26 252 85
2259 5 47 189 36
2260 1 53 601 36
2261 6 63 170 95
2262 9 25 156 80
2263 6 36 386 108
2264 9 7 558 33
2265 7 13 381 87
2266 7 57 887 34
2267 7 63 299 35
2268 1 28 542 71
2269 2 39 156 102
2270 7 63 629 86
2271 6 80 655 16
2272 6 94 209 74
2273 9 63 520 59
2274 1 18 988 17
2275 5 32 841 68
2276 5 72 248 99
2277 8 67 735 79
2278 1 55 615 73
2279 6 100 731 104
2280 3 68 399 47
2281 1 24 527 43
2282 9 78 520 47
2283 3 61 556 56
2284 6 74 794 39
2285 6 80 847 14
2286 10 45 194 76
2287 4 38 337 39
2288 6 15 373 89
2289 6 40 646 19
2290 6 68 593 29
2291 8 85 807 96
2292 2 54 166 66
2293 8 3 312 70
2294 9 98 733 67
2295 3 66 547 80
2296 5 92 950 114
2297 8 3 741 27
2298 9 30 580 28
2299 5 16 618 83
2300 2 66 499 95
2301 2 63 206 56
2302 1 93 356 94



2303 2 76 361 102
2304 2 93 351 106
2305 10 79 938 90
2306 2 1 450 67
2307 1 96 742 11
2308 7 63 973 91
2309 5 92 373 22
2310 1 37 577 53
2311 8 40 617 67
2312 3 10 318 22
2313 1 90 250 42
2314 4 27 646 89
2315 1 83 605 58
2316 9 12 173 20
2317 1 21 854 89
2318 10 34 291 78
2319 8 78 776 63
2320 5 16 449 108
2321 4 84 827 27
2322 9 12 380 111
2323 4 48 895 41
2324 9 39 243 80
2325 9 40 462 79
2326 10 54 907 115
2327 6 77 496 38
2328 4 59 287 60
2329 7 33 842 25
2330 10 46 274 108
2331 10 81 712 75
2332 9 75 958 16
2333 7 31 982 33
2334 10 73 560 12
2335 5 96 881 84
2336 3 20 666 31
2337 2 9 656 49
2338 6 25 867 79
2339 9 98 369 54
2340 6 10 694 39
2341 6 78 849 90
2342 3 25 306 111
2343 2 18 317 89
2344 6 53 907 39
2345 1 4 167 24
2346 1 59 372 73
2347 10 95 463 10
2348 8 70 905 59
2349 4 85 412 44



2350 7 66 239 46
2351 2 98 185 47
2352 5 17 381 116
2353 5 94 936 20
2354 1 12 193 59
2355 3 64 627 61
2356 9 63 515 84
2357 4 29 932 15
2358 10 2 810 21
2359 8 60 903 68
2360 6 12 168 78
2361 4 86 347 43
2362 2 69 341 93
2363 9 27 522 30
2364 7 50 601 25
2365 2 47 701 36
2366 3 64 848 74
2367 4 51 209 57
2368 4 74 581 33
2369 2 45 751 75
2370 5 51 918 105
2371 10 29 497 72
2372 2 37 700 16
2373 5 93 202 96
2374 8 73 794 67
2375 1 9 464 81
2376 9 51 486 66
2377 9 69 432 116
2378 10 15 297 87
2379 8 89 245 111
2380 6 70 305 28
2381 8 14 995 78
2382 1 26 934 73
2383 1 54 344 74
2384 4 35 992 112
2385 4 5 416 26
2386 5 5 212 28
2387 10 80 527 48
2388 1 76 480 104
2389 10 90 890 51
2390 2 28 598 67
2391 4 76 660 13
2392 4 6 732 116
2393 1 9 753 42
2394 6 48 757 13
2395 4 91 338 107
2396 5 100 474 111



2397 1 29 690 20
2398 7 69 852 10
2399 8 96 509 91
2400 3 4 613 35
2401 10 46 733 91
2402 10 94 585 73
2403 2 52 545 83
2404 5 31 398 110
2405 2 96 429 20
2406 3 25 511 113
2407 6 80 757 38
2408 2 37 164 30
2409 9 82 483 116
2410 1 100 620 102
2411 2 74 413 40
2412 3 85 600 33
2413 1 92 383 117
2414 8 94 747 75
2415 4 93 404 93
2416 10 89 794 58
2417 2 25 545 81
2418 7 36 219 53
2419 4 56 611 33
2420 8 97 300 72
2421 9 81 911 87
2422 5 44 454 29
2423 10 85 279 23
2424 1 16 658 83
2425 9 8 288 98
2426 1 66 247 105
2427 7 21 794 57
2428 7 51 585 58
2429 10 1 283 104
2430 5 80 232 33
2431 5 30 468 14
2432 1 1 670 35
2433 8 60 246 22
2434 7 6 300 16
2435 3 61 276 23
2436 6 22 706 98
2437 2 83 687 13
2438 6 95 506 49
2439 1 8 819 43
2440 9 37 438 45
2441 10 8 740 49
2442 1 4 293 75
2443 9 87 924 60



2444 6 44 430 87
2445 3 73 315 37
2446 9 15 624 11
2447 1 79 285 29
2448 3 64 239 96
2449 7 13 183 112
2450 1 64 447 48
2451 10 2 390 78
2452 8 69 801 48
2453 1 54 430 81
2454 3 86 590 58
2455 3 42 191 113
2456 7 1 561 74
2457 6 31 715 71
2458 7 35 539 50
2459 4 71 321 102
2460 7 92 759 110
2461 3 33 224 30
2462 2 56 372 70
2463 7 40 390 68
2464 4 55 896 103
2465 4 10 766 18
2466 6 95 947 62
2467 10 15 652 80
2468 1 21 658 102
2469 6 84 688 62
2470 9 30 151 47
2471 7 92 191 43
2472 9 43 344 73
2473 4 35 906 49
2474 3 25 420 66
2475 1 17 382 22
2476 6 98 802 112
2477 3 18 536 103
2478 8 83 689 109
2479 9 69 677 111
2480 8 33 865 112
2481 2 76 871 50
2482 2 91 732 30
2483 4 39 573 57
2484 1 15 924 109
2485 10 4 290 53
2486 9 59 391 19
2487 3 56 749 53
2488 2 29 448 32
2489 5 51 526 45
2490 9 42 412 65



2491 4 21 243 55
2492 10 9 631 86
2493 6 84 961 34
2494 9 12 985 96
2495 1 14 503 32
2496 2 18 827 50
2497 10 34 501 12
2498 1 92 463 110
2499 8 7 427 33
2500 9 51 801 43
2501 7 70 703 105
2502 9 36 547 106
2503 10 83 887 73
2504 6 4 858 41
2505 10 54 816 38
2506 4 55 856 13
2507 3 20 282 28
2508 6 97 835 46
2509 6 99 500 86
2510 5 12 244 88
2511 8 23 493 108
2512 1 32 203 64
2513 9 63 886 49
2514 6 11 510 111
2515 7 81 512 95
2516 6 55 274 18
2517 10 10 189 76
2518 2 69 972 42
2519 8 43 525 30
2520 2 72 565 85
2521 6 95 900 105
2522 7 19 796 28
2523 9 11 530 88
2524 5 26 505 43
2525 7 86 953 85
2526 2 25 959 18
2527 3 67 952 100
2528 7 33 236 90
2529 7 42 344 49
2530 8 37 635 51
2531 5 62 402 22
2532 5 73 645 78
2533 3 88 710 25
2534 5 43 269 48
2535 5 32 588 32
2536 6 92 645 57
2537 10 16 441 48



2538 5 32 207 62
2539 5 49 769 105
2540 3 54 313 65
2541 8 42 221 38
2542 8 44 314 43
2543 2 81 263 90
2544 8 17 270 92
2545 10 84 335 47
2546 7 82 520 66
2547 10 42 755 16
2548 3 45 817 106
2549 5 41 385 65
2550 8 58 922 82
2551 8 32 562 98
2552 6 78 545 101
2553 4 25 597 12
2554 7 18 525 27
2555 1 30 648 76
2556 3 43 496 55
2557 8 94 916 96
2558 1 83 911 117
2559 6 68 953 112
2560 6 60 834 70
2561 2 92 468 69
2562 2 4 301 93
2563 6 88 871 109
2564 2 5 367 52
2565 7 77 396 97
2566 4 16 472 70
2567 2 47 298 15
2568 1 15 308 80
2569 9 84 730 115
2570 7 30 932 23
2571 4 52 631 85
2572 8 67 533 31
2573 8 76 266 68
2574 5 20 254 114
2575 1 84 440 108
2576 3 88 773 77
2577 8 11 309 95
2578 9 42 250 100
2579 1 27 496 119
2580 5 69 937 62
2581 8 92 844 103
2582 9 33 557 30
2583 5 55 973 64
2584 2 24 261 23



2585 5 93 209 78
2586 3 93 582 29
2587 6 76 408 36
2588 2 78 532 104
2589 9 4 423 41
2590 4 44 631 62
2591 4 23 494 106
2592 7 29 326 16
2593 3 58 332 15
2594 10 32 452 104
2595 10 32 777 54
2596 6 86 806 47
2597 1 27 855 103
2598 2 18 635 84
2599 6 96 940 96
2600 7 68 690 34
2601 2 39 219 61
2602 8 60 839 21
2603 1 77 701 55
2604 9 60 907 45
2605 5 89 914 13
2606 3 38 294 46
2607 7 22 545 74
2608 9 10 809 85
2609 8 34 332 29
2610 7 85 492 74
2611 8 90 973 69
2612 9 54 530 31
2613 5 30 388 112
2614 8 71 221 38
2615 1 5 941 44
2616 3 74 676 84
2617 7 75 463 72
2618 10 3 702 101
2619 10 18 817 12
2620 5 89 359 78
2621 3 97 455 63
2622 5 91 789 113
2623 3 36 333 94
2624 5 97 900 29
2625 2 51 375 54
2626 10 83 831 52
2627 4 40 256 92
2628 6 34 915 52
2629 4 54 339 102
2630 8 91 264 48
2631 10 78 807 100



2632 8 38 323 24
2633 5 74 974 38
2634 5 72 741 65
2635 10 65 458 22
2636 10 90 660 114
2637 5 88 450 99
2638 8 26 690 66
2639 9 13 870 100
2640 9 49 563 31
2641 3 39 911 16
2642 3 75 789 62
2643 1 47 370 115
2644 7 80 156 67
2645 10 55 949 69
2646 4 38 283 87
2647 8 60 420 17
2648 8 99 442 39
2649 3 75 517 92
2650 9 88 223 81
2651 1 84 676 82
2652 9 29 383 102
2653 5 37 852 31
2654 10 54 379 27
2655 1 98 296 63
2656 8 91 736 63
2657 1 22 321 25
2658 8 15 780 117
2659 1 18 638 45
2660 3 2 312 73
2661 9 62 209 103
2662 7 13 592 71
2663 10 58 664 53
2664 6 94 528 115
2665 7 50 946 94
2666 4 22 199 40
2667 3 34 577 24
2668 8 76 533 41
2669 4 5 267 62
2670 7 67 876 10
2671 6 50 779 52
2672 5 77 459 14
2673 10 68 984 117
2674 2 3 286 17
2675 3 38 617 97
2676 9 55 191 18
2677 4 44 766 14
2678 7 4 289 90



2679 7 44 984 51
2680 2 90 997 47
2681 10 28 511 24
2682 2 19 632 14
2683 6 82 831 25
2684 6 90 827 101
2685 6 57 311 95
2686 6 98 972 46
2687 7 67 981 89
2688 4 83 805 32
2689 10 7 875 102
2690 6 69 945 24
2691 7 1 202 98
2692 5 57 978 24
2693 7 53 681 64
2694 1 85 329 91
2695 6 36 343 62
2696 4 2 314 117
2697 6 67 766 58
2698 7 86 929 43
2699 6 25 376 19
2700 1 83 229 89
2701 6 68 616 24
2702 6 61 311 86
2703 10 68 405 102
2704 10 25 311 96
2705 10 63 475 69
2706 8 62 278 102
2707 10 79 588 104
2708 4 48 822 81
2709 7 53 334 43
2710 4 44 662 114
2711 1 43 728 78
2712 3 29 623 117
2713 3 71 721 83
2714 7 29 471 46
2715 1 93 775 90
2716 10 51 876 13
2717 1 88 636 21
2718 3 49 768 15
2719 6 69 357 111
2720 4 65 613 32
2721 9 20 325 21
2722 4 91 723 42
2723 3 62 970 28
2724 3 48 460 55
2725 4 82 831 110



2726 8 50 761 87
2727 8 34 451 104
2728 9 84 631 21
2729 8 70 351 95
2730 8 72 846 50
2731 7 13 371 106
2732 5 85 966 96
2733 6 11 605 56
2734 9 97 182 106
2735 8 31 650 68
2736 1 2 172 78
2737 3 38 287 48
2738 7 62 813 28
2739 8 61 353 38
2740 8 26 353 32
2741 9 5 709 90
2742 5 98 152 54
2743 6 46 215 117
2744 6 44 387 112
2745 10 92 703 50
2746 8 63 430 94
2747 9 50 346 116
2748 8 3 381 17
2749 4 15 790 75
2750 8 32 540 44
2751 10 19 562 45
2752 9 31 758 13
2753 3 24 494 72
2754 6 85 811 97
2755 2 7 208 79
2756 5 24 366 114
2757 5 18 293 95
2758 8 79 649 86
2759 5 15 662 21
2760 10 18 966 111
2761 10 28 600 42
2762 1 48 867 26
2763 7 72 572 87
2764 10 68 376 28
2765 5 17 751 69
2766 4 50 852 39
2767 7 15 639 75
2768 8 85 332 56
2769 4 16 610 18
2770 10 66 690 47
2771 2 14 327 50
2772 4 61 300 101



2773 7 38 953 40
2774 1 17 934 67
2775 5 46 782 51
2776 9 66 747 76
2777 7 87 997 40
2778 3 44 803 63
2779 3 17 576 85
2780 10 78 706 86
2781 6 72 294 32
2782 8 10 240 69
2783 3 66 254 114
2784 6 47 375 106
2785 6 38 785 110
2786 1 29 661 107
2787 6 19 630 91
2788 8 93 421 56
2789 3 68 958 42
2790 7 65 484 47
2791 4 97 571 68
2792 5 34 197 83
2793 8 13 842 70
2794 10 13 662 37
2795 1 7 485 13
2796 9 8 156 87
2797 10 85 429 31
2798 5 46 161 116
2799 10 2 265 112
2800 3 89 472 88
2801 8 45 913 54
2802 9 45 859 71
2803 9 87 421 104
2804 6 51 294 98
2805 2 5 685 52
2806 4 8 960 26
2807 7 27 283 71
2808 1 50 700 17
2809 1 43 576 60
2810 4 31 634 68
2811 7 72 293 118
2812 2 72 477 102
2813 7 64 926 54
2814 1 22 695 69
2815 1 74 564 76
2816 1 10 541 75
2817 5 14 735 101
2818 6 9 173 87
2819 2 63 195 41



2820 2 57 162 84
2821 8 35 175 31
2822 8 53 781 85
2823 4 89 543 40
2824 5 52 840 33
2825 5 22 542 23
2826 9 31 351 28
2827 9 26 810 75
2828 4 89 965 55
2829 9 59 420 79
2830 9 10 224 66
2831 1 49 193 35
2832 6 91 513 83
2833 2 55 800 13
2834 1 3 174 112
2835 9 94 891 84
2836 8 36 629 67
2837 3 55 934 19
2838 9 74 760 66
2839 9 2 745 13
2840 9 4 332 13
2841 6 15 244 11
2842 2 75 271 104
2843 3 96 371 40
2844 7 78 689 74
2845 4 82 771 32
2846 4 87 210 69
2847 6 47 840 104
2848 10 60 869 85
2849 1 44 865 15
2850 7 37 550 43
2851 7 74 605 49
2852 10 6 641 86
2853 3 92 949 93
2854 2 59 382 29
2855 4 75 864 36
2856 9 11 551 22
2857 8 55 998 78
2858 6 31 506 43
2859 9 50 893 59
2860 6 18 728 59
2861 9 65 365 78
2862 8 59 633 99
2863 4 44 157 116
2864 2 56 613 24
2865 2 46 857 89
2866 8 39 487 59



2867 4 1 638 13
2868 10 68 566 72
2869 4 12 735 108
2870 5 11 889 41
2871 8 83 712 20
2872 7 50 816 104
2873 5 48 941 16
2874 7 95 510 46
2875 1 51 329 32
2876 1 54 447 28
2877 6 18 174 25
2878 4 6 516 28
2879 2 89 353 19
2880 3 1 362 45
2881 5 66 976 47
2882 3 59 897 82
2883 3 58 510 46
2884 9 52 175 79
2885 2 4 897 94
2886 9 9 707 84
2887 9 3 890 21
2888 1 98 622 72
2889 7 6 238 87
2890 10 85 452 118
2891 10 94 426 107
2892 3 11 582 22
2893 5 28 461 61
2894 8 47 160 33
2895 1 13 662 54
2896 5 6 320 72
2897 7 70 953 37
2898 1 20 703 14
2899 6 70 609 59
2900 10 31 877 83
2901 6 11 532 106
2902 5 21 229 67
2903 4 51 351 98
2904 9 54 168 75
2905 1 82 336 95
2906 6 62 902 87
2907 3 57 881 91
2908 9 54 370 118
2909 5 1 886 42
2910 3 44 821 61
2911 10 51 841 56
2912 9 82 813 43
2913 6 26 155 64



2914 1 60 770 78
2915 4 65 603 101
2916 9 33 294 98
2917 4 25 740 71
2918 7 73 649 59
2919 1 47 748 46
2920 3 22 889 58
2921 9 21 674 13
2922 10 36 812 55
2923 7 23 296 66
2924 4 62 630 108
2925 4 19 614 10
2926 2 8 998 59
2927 7 10 433 71
2928 7 72 270 26
2929 8 73 240 57
2930 4 65 181 66
2931 2 76 395 88
2932 1 25 448 87
2933 10 99 476 78
2934 9 40 239 85
2935 7 22 599 14
2936 9 91 889 110
2937 2 51 485 47
2938 9 13 597 82
2939 5 51 536 21
2940 4 31 894 73
2941 10 68 967 38
2942 7 36 358 105
2943 5 27 567 96
2944 2 72 853 23
2945 1 48 169 47
2946 9 19 176 117
2947 3 4 225 98
2948 6 76 641 82
2949 3 85 909 118
2950 4 17 832 27
2951 8 61 485 27
2952 10 76 572 36
2953 7 83 603 46
2954 3 50 965 89
2955 5 78 884 31
2956 3 65 789 55
2957 4 25 437 77
2958 5 76 270 83
2959 2 52 667 38
2960 2 77 490 84



2961 7 11 553 20
2962 2 28 428 76
2963 2 53 783 107
2964 4 46 532 89
2965 1 18 426 40
2966 10 22 704 80
2967 10 67 612 56
2968 7 78 622 28
2969 10 73 173 118
2970 1 37 898 94
2971 9 93 698 100
2972 7 80 568 81
2973 8 58 734 28
2974 10 33 938 34
2975 10 77 259 109
2976 9 33 203 108
2977 3 14 370 90
2978 9 83 426 54
2979 7 79 759 60
2980 6 59 674 101
2981 4 71 691 59
2982 10 95 204 105
2983 9 42 916 79
2984 4 87 835 24
2985 2 19 152 45
2986 1 28 738 114
2987 10 23 368 19
2988 7 8 789 59
2989 6 32 951 30
2990 3 61 226 55
2991 10 2 778 20
2992 2 21 394 75
2993 5 55 460 23
2994 2 67 854 114
2995 9 95 356 45
2996 3 20 493 111
2997 10 5 798 62
2998 2 19 586 83
2999 6 61 318 50
3000 4 6 648 48
3001 6 72 870 116
3002 1 51 160 67
3003 2 3 569 85
3004 8 43 302 17
3005 7 37 213 86
3006 5 95 998 95
3007 2 41 570 37



3008 3 91 522 56
3009 1 80 241 71
3010 1 28 729 63
3011 9 33 537 40
3012 6 25 517 18
3013 6 9 782 106
3014 3 7 290 18
3015 8 80 230 69
3016 8 21 526 115
3017 9 21 432 97
3018 4 54 411 12
3019 6 48 670 78
3020 3 6 174 114
3021 10 19 336 27
3022 3 98 591 80
3023 5 29 952 59
3024 4 19 487 13
3025 3 19 360 54
3026 1 59 472 18
3027 5 39 591 82
3028 1 95 360 81
3029 3 66 869 56
3030 7 56 573 60
3031 4 39 414 18
3032 10 74 787 22
3033 9 85 779 72
3034 2 98 587 44
3035 1 59 542 95
3036 1 56 825 104
3037 8 88 835 13
3038 2 4 701 33
3039 4 97 370 19
3040 6 68 309 26
3041 5 53 250 90
3042 4 79 748 88
3043 6 46 783 14
3044 10 40 955 48
3045 7 60 736 88
3046 7 71 941 82
3047 2 73 785 63
3048 5 81 437 29
3049 8 40 987 69
3050 2 32 716 96
3051 10 88 660 68
3052 1 35 854 120
3053 10 96 728 62
3054 10 23 266 89



3055 8 24 448 62
3056 9 22 662 92
3057 8 42 786 108
3058 2 89 443 57
3059 2 52 762 98
3060 9 91 828 56
3061 1 98 469 100
3062 10 84 530 21
3063 6 75 668 68
3064 6 14 248 95
3065 5 1 783 21
3066 7 56 588 57
3067 7 10 510 58
3068 3 70 976 29
3069 1 80 343 110
3070 7 42 239 73
3071 4 84 151 62
3072 8 25 852 27
3073 10 10 995 33
3074 2 36 597 63
3075 7 34 518 98
3076 3 41 888 89
3077 10 64 665 113
3078 9 6 336 110
3079 3 23 607 101
3080 8 33 745 114
3081 2 55 643 53
3082 6 68 286 119
3083 7 91 399 99
3084 6 6 300 105
3085 1 7 572 82
3086 8 27 730 56
3087 7 52 990 23
3088 5 88 201 30
3089 3 98 706 70
3090 1 11 683 52
3091 10 31 487 114
3092 7 28 702 108
3093 4 79 840 114
3094 4 78 348 19
3095 5 2 768 63
3096 3 100 180 42
3097 5 57 202 112
3098 1 7 720 18
3099 2 65 707 46
3100 3 72 260 50
3101 5 65 434 74



3102 9 40 679 48
3103 8 33 325 37
3104 2 22 276 34
3105 6 13 660 117
3106 5 12 841 21
3107 9 26 808 108
3108 4 63 731 59
3109 9 17 387 19
3110 10 70 929 69
3111 2 16 196 89
3112 8 39 168 16
3113 1 92 910 34
3114 6 29 756 42
3115 4 7 296 90
3116 4 6 899 113
3117 7 36 571 88
3118 1 77 939 111
3119 1 13 826 22
3120 8 84 325 55
3121 8 56 916 49
3122 6 92 708 28
3123 8 51 580 73
3124 5 4 306 109
3125 1 27 380 72
3126 8 61 796 45
3127 5 80 322 64
3128 2 96 269 42
3129 2 87 186 55
3130 10 1 295 51
3131 2 83 865 50
3132 7 10 546 110
3133 1 23 814 102
3134 9 6 562 54
3135 7 7 375 11
3136 4 16 349 92
3137 4 96 959 13
3138 2 67 798 96
3139 8 1 515 112
3140 2 23 713 111
3141 4 79 280 30
3142 8 8 952 81
3143 9 35 820 22
3144 8 65 214 116
3145 6 94 879 110
3146 3 37 811 39
3147 8 80 256 105
3148 3 68 602 98



3149 4 89 284 31
3150 7 29 724 98
3151 3 76 674 113
3152 2 56 794 30
3153 5 35 650 50
3154 2 89 486 116
3155 8 14 499 59
3156 7 61 623 56
3157 9 14 595 118
3158 6 67 968 21
3159 10 11 560 106
3160 10 80 442 17
3161 10 9 318 118
3162 4 39 775 45
3163 1 35 210 92
3164 7 67 967 60
3165 7 72 899 11
3166 1 57 160 14
3167 6 49 553 28
3168 7 71 525 97
3169 6 29 340 58
3170 3 33 236 82
3171 9 90 545 100
3172 3 45 875 88
3173 6 27 429 102
3174 7 89 363 91
3175 7 30 268 86
3176 9 38 927 94
3177 6 87 625 54
3178 3 34 440 51
3179 6 98 527 15
3180 10 75 574 28
3181 1 8 680 31
3182 10 68 794 15
3183 2 80 322 108
3184 4 38 758 107
3185 3 71 971 78
3186 1 62 436 103
3187 10 31 900 74
3188 2 35 754 74
3189 1 78 997 17
3190 1 76 836 28
3191 1 31 930 90
3192 5 39 864 68
3193 3 92 315 18
3194 10 70 672 104
3195 7 13 866 114



3196 9 40 469 97
3197 4 44 659 113
3198 9 10 619 112
3199 4 2 181 106
3200 6 28 497 21
3201 8 69 784 38
3202 5 64 225 89
3203 1 54 450 90
3204 9 77 225 66
3205 1 90 626 24
3206 10 65 846 91
3207 8 13 498 117
3208 10 14 894 35
3209 5 69 357 81
3210 1 17 932 118
3211 5 75 855 55
3212 6 1 943 109
3213 2 78 734 47
3214 4 87 182 16
3215 7 100 326 14
3216 4 44 456 74
3217 1 100 526 34
3218 10 17 579 95
3219 5 71 231 45
3220 3 76 463 85
3221 1 24 810 30
3222 6 65 396 78
3223 5 100 801 113
3224 9 79 240 42
3225 6 38 876 27
3226 8 49 653 98
3227 3 54 197 93
3228 9 32 364 107
3229 8 25 625 11
3230 3 5 562 31
3231 9 69 203 21
3232 2 55 199 15
3233 9 57 155 76
3234 7 59 588 111
3235 5 37 978 24
3236 6 86 984 32
3237 7 80 372 89
3238 8 34 712 116
3239 4 13 842 35
3240 6 93 637 96
3241 5 96 414 79
3242 10 7 627 51



3243 8 12 478 48
3244 4 74 804 16
3245 6 78 831 94
3246 2 62 501 79
3247 1 75 316 34
3248 10 59 365 117
3249 1 62 645 41
3250 10 100 538 80
3251 3 89 687 38
3252 2 81 177 28
3253 10 51 663 35
3254 8 92 524 119
3255 3 67 313 30
3256 10 15 913 75
3257 2 34 283 91
3258 2 4 983 108
3259 4 96 168 31
3260 10 43 926 101
3261 1 71 185 26
3262 6 81 339 44
3263 7 46 633 74
3264 10 100 652 83
3265 1 48 698 76
3266 7 70 747 20
3267 6 22 671 93
3268 4 92 935 99
3269 10 31 575 96
3270 10 49 849 27
3271 4 21 548 66
3272 3 1 920 64
3273 2 96 421 51
3274 5 79 869 93
3275 9 50 683 71
3276 9 67 761 99
3277 6 98 211 27
3278 3 88 839 116
3279 8 85 691 18
3280 5 26 350 57
3281 1 49 242 116
3282 10 35 387 36
3283 1 23 560 39
3284 8 65 988 80
3285 10 87 892 83
3286 1 92 420 34
3287 10 5 377 110
3288 8 8 366 46
3289 7 56 350 49



3290 1 77 682 94
3291 3 77 536 76
3292 7 10 544 111
3293 2 91 983 97
3294 1 22 326 33
3295 7 71 554 103
3296 1 73 569 81
3297 10 20 544 58
3298 4 27 576 117
3299 10 95 966 79
3300 9 70 229 67
3301 10 57 150 11
3302 6 59 470 59
3303 3 44 486 83
3304 2 63 195 21
3305 9 42 983 114
3306 6 44 901 32
3307 7 77 549 11
3308 9 80 388 67
3309 10 52 375 90
3310 3 34 310 86
3311 6 43 918 10
3312 10 30 519 116
3313 5 75 912 59
3314 2 79 652 38
3315 3 49 184 66
3316 5 57 401 103
3317 1 68 693 58
3318 10 5 162 81
3319 4 64 972 47
3320 10 54 570 19
3321 7 69 476 73
3322 8 31 918 116
3323 5 90 554 75
3324 4 68 822 71
3325 10 54 973 111
3326 1 60 925 32
3327 4 100 670 30
3328 1 22 598 49
3329 3 58 504 44
3330 10 31 404 34
3331 1 87 248 16
3332 1 65 526 82
3333 6 17 274 81
3334 3 27 517 51
3335 10 65 597 44
3336 1 66 553 118



3337 9 38 289 55
3338 5 64 418 88
3339 6 46 353 113
3340 6 33 768 84
3341 1 4 829 35
3342 4 71 605 100
3343 5 25 388 32
3344 2 82 366 39
3345 7 39 983 114
3346 8 66 609 43
3347 8 86 240 59
3348 6 88 837 90
3349 3 20 668 17
3350 5 80 703 11
3351 2 36 299 63
3352 1 96 337 15
3353 3 75 190 119
3354 2 85 763 115
3355 5 24 671 14
3356 8 40 626 46
3357 6 34 366 15
3358 4 89 867 11
3359 6 6 756 84
3360 7 61 780 95
3361 1 84 674 58
3362 7 52 157 51
3363 5 71 644 78
3364 7 58 756 90
3365 4 39 976 60
3366 4 46 257 109
3367 9 54 742 103
3368 1 100 925 31
3369 5 66 911 107
3370 6 30 418 32
3371 4 11 715 108
3372 10 6 252 113
3373 6 65 788 111
3374 8 95 892 96
3375 5 45 960 80
3376 8 64 474 83
3377 2 93 617 88
3378 10 69 837 106
3379 3 81 904 98
3380 10 43 279 47
3381 1 4 278 72
3382 7 26 474 62
3383 9 18 729 26



3384 2 46 415 23
3385 1 11 856 38
3386 1 36 590 20
3387 10 42 830 24
3388 1 43 338 117
3389 2 73 781 32
3390 8 45 607 94
3391 3 29 506 29
3392 3 49 542 74
3393 9 92 430 21
3394 2 82 215 110
3395 1 78 379 31
3396 9 36 508 52
3397 4 92 296 91
3398 9 18 683 51
3399 10 57 702 61
3400 8 9 480 58
3401 5 40 454 67
3402 7 74 650 63
3403 1 28 902 83
3404 4 51 401 24
3405 1 18 875 78
3406 9 38 365 54
3407 9 7 165 17
3408 6 23 817 27
3409 3 60 957 12
3410 1 25 668 54
3411 7 80 998 72
3412 1 20 776 111
3413 10 54 393 67
3414 8 30 482 74
3415 2 4 303 107
3416 2 74 945 99
3417 7 2 569 10
3418 6 39 373 80
3419 2 36 470 44
3420 4 72 154 52
3421 10 91 995 116
3422 5 34 627 10
3423 1 90 386 48
3424 10 40 402 21
3425 9 55 983 73
3426 2 52 560 31
3427 10 58 571 110
3428 5 73 887 56
3429 10 87 232 44
3430 3 35 266 70



3431 10 34 178 22
3432 3 7 325 16
3433 3 59 904 64
3434 6 6 464 40
3435 10 36 526 50
3436 5 77 894 33
3437 3 29 571 83
3438 3 67 794 111
3439 6 83 551 12
3440 8 61 755 51
3441 5 30 731 30
3442 6 26 732 31
3443 6 15 539 14
3444 1 83 790 103
3445 3 37 737 10
3446 10 9 911 44
3447 2 51 383 17
3448 8 81 603 44
3449 2 1 959 113
3450 4 25 540 94
3451 1 40 226 44
3452 9 37 932 77
3453 4 63 342 58
3454 1 33 587 82
3455 10 20 780 76
3456 6 20 267 42
3457 10 71 276 32
3458 9 22 774 63
3459 6 81 985 34
3460 2 66 263 99
3461 2 63 790 71
3462 5 2 903 77
3463 2 96 491 70
3464 6 50 959 19
3465 2 68 984 11
3466 10 97 511 32
3467 6 58 394 49
3468 6 75 372 44
3469 2 29 764 111
3470 8 45 578 119
3471 7 84 340 99
3472 1 5 741 79
3473 3 22 498 70
3474 3 13 413 62
3475 7 21 739 97
3476 6 43 296 83
3477 9 68 745 82



3478 1 74 271 13
3479 5 86 550 100
3480 1 93 857 61
3481 10 92 387 96
3482 6 55 266 71
3483 5 73 228 26
3484 2 2 795 104
3485 6 91 414 38
3486 9 87 172 19
3487 7 78 296 27
3488 3 3 281 97
3489 3 93 636 46
3490 3 7 890 118
3491 2 30 882 100
3492 3 98 219 83
3493 3 52 831 49
3494 3 100 267 22
3495 3 100 335 42
3496 4 92 569 30
3497 4 16 394 45
3498 6 37 196 97
3499 4 9 808 43
3500 6 53 690 89
3501 5 82 350 95
3502 1 69 690 82
3503 4 78 222 70
3504 3 86 614 107
3505 6 46 950 62
3506 8 66 396 52
3507 1 24 605 84
3508 4 66 786 18
3509 10 92 409 80
3510 3 72 498 66
3511 1 21 307 18
3512 3 21 862 95
3513 6 71 748 43
3514 8 63 881 119
3515 9 52 950 23
3516 8 18 232 63
3517 5 73 812 74
3518 2 42 795 14
3519 5 36 858 118
3520 5 97 829 108
3521 1 91 272 48
3522 9 25 546 93
3523 6 89 715 87
3524 8 26 453 40



3525 8 62 627 23
3526 9 18 308 16
3527 8 14 870 82
3528 4 81 978 84
3529 8 1 671 84
3530 5 60 222 63
3531 1 79 715 25
3532 8 85 968 107
3533 9 100 483 29
3534 2 90 430 51
3535 3 73 810 21
3536 1 42 453 93
3537 9 50 364 51
3538 6 26 968 116
3539 2 25 340 99
3540 2 30 162 111
3541 2 94 279 79
3542 3 42 157 113
3543 2 11 776 66
3544 8 17 864 52
3545 1 77 669 39
3546 2 36 767 116
3547 1 5 663 98
3548 6 61 394 10
3549 4 27 843 22
3550 5 53 494 84
3551 9 50 912 105
3552 7 39 835 68
3553 6 82 925 84
3554 4 31 678 99
3555 1 7 436 25
3556 1 77 474 16
3557 2 55 157 101
3558 3 23 454 100
3559 10 28 631 89
3560 9 82 853 70
3561 10 41 935 52
3562 2 92 897 79
3563 2 96 260 18
3564 8 47 990 51
3565 1 65 325 73
3566 9 31 825 10
3567 5 87 933 24
3568 7 82 576 65
3569 8 50 546 84
3570 3 78 317 27
3571 3 32 492 78



3572 3 51 394 34
3573 8 91 612 104
3574 3 54 387 111
3575 5 83 451 78
3576 4 19 497 22
3577 4 90 610 64
3578 7 78 455 40
3579 8 57 533 16
3580 4 1 547 21
3581 3 97 373 17
3582 4 59 734 72
3583 7 29 527 47
3584 3 31 312 44
3585 9 19 219 93
3586 2 16 976 14
3587 10 83 340 85
3588 8 53 459 76
3589 5 60 807 114
3590 6 97 157 31
3591 2 43 619 51
3592 2 100 797 58
3593 6 43 436 97
3594 8 19 428 61
3595 10 100 779 78
3596 7 79 352 116
3597 7 24 446 117
3598 1 9 380 101
3599 9 40 194 19
3600 2 54 691 17
3601 5 65 889 104
3602 10 45 482 99
3603 6 22 255 98
3604 9 34 714 26
3605 2 87 524 16
3606 4 3 655 57
3607 1 90 293 82
3608 8 48 484 56
3609 7 1 313 103
3610 1 89 929 78
3611 10 4 370 12
3612 1 51 619 75
3613 6 47 676 34
3614 6 64 457 84
3615 6 93 537 92
3616 5 28 361 63
3617 8 48 163 20
3618 8 69 729 37



3619 4 97 217 29
3620 10 29 397 83
3621 2 65 270 64
3622 6 86 596 51
3623 3 92 908 37
3624 2 49 802 80
3625 10 16 258 37
3626 9 65 876 27
3627 8 82 557 70
3628 5 98 167 71
3629 8 8 273 108
3630 9 5 174 66
3631 2 70 665 28
3632 3 58 744 12
3633 1 88 915 54
3634 9 13 556 86
3635 9 94 866 45
3636 9 36 169 10
3637 8 76 537 68
3638 9 2 452 106
3639 8 33 337 84
3640 6 40 937 58
3641 8 50 505 32
3642 9 30 224 77
3643 2 63 330 23
3644 9 20 355 63
3645 6 50 182 104
3646 4 74 332 52
3647 8 17 851 32
3648 10 88 623 116
3649 7 89 345 29
3650 8 39 530 26
3651 10 46 206 90
3652 2 56 942 24
3653 8 80 200 13
3654 3 40 429 117
3655 5 77 642 97
3656 10 42 251 21
3657 5 17 769 27
3658 3 28 500 94
3659 10 22 772 112
3660 7 87 511 33
3661 4 58 641 52
3662 6 97 463 25
3663 6 69 939 54
3664 9 42 919 77
3665 6 50 282 103



3666 3 29 930 60
3667 6 24 511 59
3668 2 91 168 41
3669 5 88 883 19
3670 3 87 150 18
3671 1 98 536 63
3672 3 90 509 114
3673 4 59 345 60
3674 8 4 229 94
3675 6 23 916 15
3676 7 1 163 109
3677 9 99 432 97
3678 3 40 204 64
3679 3 9 447 75
3680 4 49 977 46
3681 10 28 490 71
3682 4 66 573 49
3683 8 15 786 91
3684 2 61 861 17
3685 1 93 256 78
3686 7 17 888 11
3687 5 97 584 33
3688 1 15 464 59
3689 3 55 768 114
3690 4 80 565 38
3691 9 10 400 20
3692 2 77 423 27
3693 2 19 394 15
3694 10 53 682 32
3695 4 35 377 71
3696 10 71 792 91
3697 2 32 478 92
3698 1 49 749 84
3699 7 80 269 87
3700 3 23 236 77
3701 7 46 650 16
3702 5 31 995 36
3703 10 27 764 86
3704 6 33 638 51
3705 9 41 822 73
3706 4 71 730 65
3707 5 10 424 97
3708 4 40 264 27
3709 9 16 973 53
3710 8 4 794 29
3711 2 41 771 76
3712 5 7 694 97



3713 10 51 452 99
3714 8 17 652 54
3715 9 74 236 108
3716 2 3 436 85
3717 9 29 656 107
3718 8 57 683 108
3719 3 92 569 65
3720 5 89 451 111
3721 7 9 889 17
3722 7 47 235 66
3723 2 3 459 84
3724 4 91 456 95
3725 3 96 632 118
3726 10 37 289 75
3727 10 51 814 33
3728 8 65 176 114
3729 1 25 576 87
3730 7 57 459 101
3731 3 97 713 112
3732 1 28 563 97
3733 5 39 336 46
3734 6 36 858 118
3735 3 22 816 86
3736 4 11 454 100
3737 2 52 512 66
3738 8 27 268 27
3739 8 23 897 79
3740 6 95 694 86
3741 6 85 208 67
3742 8 94 300 14
3743 3 14 643 84
3744 10 76 980 37
3745 8 62 221 70
3746 2 70 165 87
3747 1 58 577 25
3748 10 2 612 48
3749 4 9 475 116
3750 7 47 249 59
3751 9 99 351 58
3752 1 52 311 60
3753 2 67 197 11
3754 6 93 824 44
3755 10 8 613 73
3756 8 49 980 73
3757 7 82 464 104
3758 10 60 472 77
3759 2 54 602 87



3760 5 86 824 60
3761 8 73 631 45
3762 4 28 958 43
3763 8 41 214 32
3764 7 63 301 94
3765 6 63 994 45
3766 8 17 190 47
3767 1 26 406 81
3768 9 3 177 12
3769 5 65 672 41
3770 2 26 385 115
3771 10 16 471 19
3772 9 39 454 24
3773 4 14 501 77
3774 7 44 347 19
3775 1 20 500 15
3776 1 30 733 33
3777 2 94 768 54
3778 9 40 659 76
3779 5 91 777 90
3780 1 44 450 75
3781 8 34 197 68
3782 2 83 899 109
3783 9 49 455 74
3784 7 25 383 78
3785 5 68 440 43
3786 6 53 702 47
3787 8 8 875 118
3788 6 81 476 40
3789 1 8 407 102
3790 9 84 744 117
3791 6 23 565 27
3792 4 43 476 24
3793 2 47 830 39
3794 5 14 195 52
3795 3 67 888 111
3796 1 71 966 80
3797 3 2 836 114
3798 8 4 315 91
3799 6 12 870 65
3800 6 74 263 53
3801 6 53 990 111
3802 3 62 525 15
3803 3 19 180 119
3804 4 54 907 36
3805 4 44 521 76
3806 4 58 887 89



3807 6 51 702 93
3808 1 18 789 109
3809 10 50 648 15
3810 5 71 735 48
3811 2 52 998 30
3812 1 15 522 20
3813 8 2 862 95
3814 6 11 573 109
3815 10 30 476 39
3816 10 48 392 81
3817 5 93 950 64
3818 1 88 386 31
3819 1 2 748 50
3820 10 71 640 87
3821 7 14 685 81
3822 1 48 643 96
3823 6 6 598 64
3824 3 2 514 62
3825 7 12 645 34
3826 1 38 820 38
3827 5 3 944 92
3828 6 38 489 83
3829 3 77 333 86
3830 6 96 888 13
3831 7 60 911 119
3832 2 36 560 119
3833 2 76 441 65
3834 1 81 581 62
3835 3 20 552 62
3836 2 75 682 112
3837 6 10 348 117
3838 6 53 196 94
3839 9 81 678 74
3840 4 97 523 26
3841 6 5 246 30
3842 3 64 294 18
3843 4 90 900 43
3844 4 45 367 86
3845 9 46 670 60
3846 7 68 635 63
3847 1 26 780 78
3848 5 19 307 57
3849 5 39 339 28
3850 10 28 847 50
3851 5 65 933 62
3852 3 98 432 105
3853 8 89 379 67



3854 6 4 586 71
3855 1 50 513 53
3856 10 24 857 85
3857 2 2 528 109
3858 6 20 835 15
3859 5 6 639 78
3860 4 62 866 39
3861 2 46 513 71
3862 3 56 735 59
3863 8 23 857 78
3864 1 20 303 69
3865 6 40 679 21
3866 7 78 900 31
3867 6 75 760 109
3868 7 28 770 42
3869 7 56 618 91
3870 5 71 830 59
3871 1 10 626 23
3872 1 65 400 61
3873 3 1 933 69
3874 5 19 538 103
3875 10 52 486 29
3876 1 30 187 51
3877 5 72 928 101
3878 7 62 779 20
3879 7 27 801 70
3880 4 90 331 67
3881 9 30 756 112
3882 4 15 958 40
3883 7 79 778 46
3884 9 8 327 112
3885 8 17 831 36
3886 10 43 165 36
3887 9 22 897 47
3888 1 99 814 75
3889 7 26 217 16
3890 4 26 395 91
3891 4 16 574 95
3892 2 26 504 11
3893 7 28 411 18
3894 6 5 414 82
3895 2 39 953 86
3896 5 9 666 53
3897 9 50 942 107
3898 7 32 580 16
3899 10 79 323 116
3900 9 94 277 72



3901 5 46 823 57
3902 7 36 269 52
3903 10 49 668 89
3904 6 25 271 12
3905 9 46 812 106
3906 8 84 574 79
3907 9 41 953 28
3908 10 47 847 43
3909 10 64 949 86
3910 4 80 723 75
3911 8 38 747 89
3912 3 8 909 21
3913 4 96 230 58
3914 7 9 893 34
3915 7 5 823 39
3916 5 52 612 31
3917 5 42 538 21
3918 9 100 700 25
3919 3 52 553 73
3920 4 88 783 85
3921 7 63 429 61
3922 1 75 954 38
3923 4 42 845 87
3924 5 68 178 79
3925 1 11 471 43
3926 2 70 506 88
3927 3 20 516 40
3928 6 32 514 77
3929 1 70 601 117
3930 7 72 871 101
3931 4 61 805 75
3932 6 67 675 25
3933 9 22 166 22
3934 1 46 271 79
3935 6 85 842 69
3936 7 48 231 78
3937 7 69 667 118
3938 2 12 806 41
3939 7 70 448 111
3940 2 6 478 95
3941 4 73 607 51
3942 7 28 212 37
3943 8 35 744 77
3944 6 92 174 15
3945 4 3 323 50
3946 9 71 425 58
3947 2 27 254 103



3948 6 52 541 26
3949 8 23 255 115
3950 6 65 987 11
3951 9 45 757 25
3952 9 55 551 21
3953 1 54 317 112
3954 6 17 170 57
3955 9 10 194 32
3956 3 86 475 11
3957 8 24 844 103
3958 1 78 769 17
3959 3 51 481 34
3960 2 5 649 103
3961 1 11 861 75
3962 10 61 924 32
3963 1 28 716 14
3964 2 58 697 71
3965 9 57 957 55
3966 8 36 920 76
3967 3 95 259 64
3968 5 67 610 92
3969 2 28 569 87
3970 6 19 392 74
3971 5 66 858 51
3972 10 20 424 38
3973 7 10 331 91
3974 7 90 718 89
3975 1 95 839 60
3976 2 46 749 105
3977 7 8 181 56
3978 3 37 633 14
3979 2 73 304 116
3980 5 63 878 54
3981 5 84 445 28
3982 6 66 697 119
3983 4 88 155 103
3984 1 90 993 82
3985 1 46 866 43
3986 4 3 401 116
3987 4 62 259 48
3988 2 85 944 31
3989 7 8 539 100
3990 4 27 990 76
3991 5 88 855 28
3992 2 59 414 61
3993 9 53 507 115
3994 6 65 341 90



3995 2 5 610 99
3996 10 89 592 68
3997 9 35 962 58
3998 3 24 626 28
3999 6 69 501 41
4000 3 75 279 69
4001 9 81 716 107
4002 5 5 642 33
4003 7 42 169 90
4004 3 98 993 51
4005 7 76 260 29
4006 6 7 340 19
4007 7 91 997 42
4008 2 4 396 89
4009 4 15 780 47
4010 3 100 494 16
4011 4 32 851 96
4012 10 63 505 92
4013 6 67 431 78
4014 10 37 380 80
4015 8 11 712 42
4016 6 88 675 99
4017 2 68 643 58
4018 4 4 207 66
4019 9 48 471 62
4020 5 29 953 51
4021 4 57 822 107
4022 7 56 979 76
4023 10 66 717 68
4024 7 52 239 61
4025 9 41 160 44
4026 9 100 876 110
4027 6 26 537 88
4028 2 90 422 111
4029 10 60 207 106
4030 2 99 377 72
4031 4 1 517 56
4032 9 43 897 94
4033 3 56 594 54
4034 7 33 766 92
4035 7 86 962 63
4036 3 12 608 108
4037 8 62 239 77
4038 5 1 603 100
4039 10 71 258 111
4040 9 19 514 59
4041 8 40 683 108



4042 5 74 289 58
4043 5 37 417 89
4044 6 13 667 23
4045 6 55 940 94
4046 8 73 612 109
4047 10 40 914 105
4048 2 91 950 84
4049 10 53 898 39
4050 5 21 299 76
4051 5 30 609 35
4052 3 24 529 109
4053 7 13 970 36
4054 10 58 576 91
4055 8 19 762 65
4056 3 63 795 63
4057 8 45 571 115
4058 8 19 486 24
4059 5 40 892 98
4060 4 71 914 92
4061 6 54 975 109
4062 5 44 336 62
4063 7 100 879 26
4064 3 38 963 108
4065 5 23 669 31
4066 4 42 427 86
4067 5 96 210 54
4068 4 48 904 92
4069 2 68 672 64
4070 2 7 509 100
4071 7 47 977 112
4072 6 22 194 68
4073 2 67 283 108
4074 10 61 749 11
4075 9 7 420 64
4076 8 22 721 78
4077 5 1 710 71
4078 6 38 293 26
4079 3 84 869 88
4080 2 50 863 11
4081 4 100 464 86
4082 4 81 991 86
4083 1 24 795 67
4084 5 71 366 42
4085 9 85 813 74
4086 1 16 494 22
4087 9 2 760 18
4088 1 35 441 103



4089 6 80 926 32
4090 9 64 976 86
4091 3 93 717 60
4092 8 51 908 29
4093 7 54 156 39
4094 1 20 694 114
4095 1 35 379 68
4096 4 87 914 119
4097 2 83 690 32
4098 4 52 588 59
4099 1 90 336 70
4100 4 38 781 13
4101 4 19 821 99
4102 3 86 785 51
4103 5 56 335 86
4104 7 35 464 21
4105 7 96 957 27
4106 7 69 507 69
4107 9 86 922 23
4108 7 43 691 65
4109 3 67 736 63
4110 2 93 903 26
4111 1 79 602 94
4112 9 33 545 39
4113 2 47 858 88
4114 7 15 498 23
4115 10 78 649 69
4116 5 49 972 34
4117 4 35 743 31
4118 1 32 626 33
4119 7 84 398 11
4120 3 54 324 66
4121 4 94 542 53
4122 5 25 357 97
4123 1 52 247 44
4124 2 10 759 70
4125 1 55 299 33
4126 8 44 817 60
4127 3 23 279 53
4128 7 53 578 103
4129 8 94 541 55
4130 5 69 966 43
4131 2 8 704 38
4132 3 11 655 118
4133 9 36 504 19
4134 10 54 486 30
4135 4 42 527 50



4136 10 82 892 115
4137 6 11 813 71
4138 8 33 348 85
4139 2 72 634 105
4140 1 69 412 29
4141 1 47 870 74
4142 6 94 547 19
4143 8 97 911 95
4144 3 13 366 66
4145 10 100 328 43
4146 2 70 886 26
4147 9 92 982 94
4148 9 1 968 64
4149 5 45 858 101
4150 6 1 889 113
4151 8 53 984 102
4152 6 70 982 22
4153 6 32 571 111
4154 10 77 489 70
4155 7 89 913 41
4156 5 39 636 47
4157 4 47 260 69
4158 3 75 950 108
4159 4 50 911 48
4160 7 56 870 104
4161 7 27 235 101
4162 8 71 877 62
4163 9 53 177 24
4164 8 35 754 11
4165 10 11 949 49
4166 10 1 395 48
4167 2 22 274 106
4168 9 91 434 70
4169 6 88 644 119
4170 5 80 658 118
4171 2 25 309 43
4172 3 92 387 31
4173 1 41 671 54
4174 8 80 757 68
4175 1 83 813 34
4176 5 1 939 63
4177 9 79 656 64
4178 2 24 421 113
4179 10 48 406 116
4180 10 8 490 20
4181 4 57 964 100
4182 5 30 379 77



4183 8 17 348 108
4184 4 8 642 110
4185 1 59 595 30
4186 2 86 283 116
4187 6 46 243 73
4188 1 89 522 32
4189 5 90 304 71
4190 4 3 511 68
4191 10 25 828 97
4192 6 36 395 20
4193 8 39 772 65
4194 1 71 940 20
4195 8 2 511 19
4196 9 87 270 83
4197 9 44 541 33
4198 7 52 468 52
4199 2 50 764 113
4200 6 90 837 119
4201 9 29 525 53
4202 8 11 575 113
4203 9 49 195 39
4204 5 74 929 41
4205 10 79 259 13
4206 9 75 541 61
4207 10 36 946 53
4208 2 37 561 75
4209 10 27 356 49
4210 1 46 375 72
4211 8 65 423 27
4212 8 37 336 27
4213 7 14 574 120
4214 10 78 766 112
4215 3 67 488 40
4216 4 61 319 105
4217 2 24 331 80
4218 7 34 804 117
4219 4 87 357 84
4220 2 75 212 112
4221 8 89 402 24
4222 5 50 647 17
4223 7 70 201 109
4224 4 74 546 40
4225 9 67 731 65
4226 10 16 525 28
4227 6 75 409 41
4228 10 68 760 82
4229 6 77 771 92



4230 10 48 689 33
4231 9 82 556 15
4232 8 69 686 14
4233 3 23 663 87
4234 2 86 537 109
4235 3 30 888 106
4236 2 52 468 46
4237 10 30 310 18
4238 2 5 633 43
4239 10 53 168 49
4240 1 36 322 108
4241 4 15 625 116
4242 4 47 768 11
4243 4 17 334 84
4244 8 16 272 118
4245 3 35 610 92
4246 1 47 347 13
4247 4 27 774 105
4248 10 90 417 70
4249 6 91 479 92
4250 7 39 166 54
4251 3 100 323 47
4252 6 80 169 63
4253 1 36 234 79
4254 6 3 832 75
4255 1 99 826 78
4256 6 74 407 97
4257 6 31 526 114
4258 9 80 303 79
4259 9 97 616 32
4260 1 32 194 104
4261 9 30 292 79
4262 3 70 221 26
4263 3 22 679 62
4264 9 40 504 22
4265 2 84 550 111
4266 10 4 587 27
4267 6 34 777 70
4268 1 6 646 48
4269 2 63 355 87
4270 2 37 945 102
4271 7 76 658 116
4272 2 64 699 18
4273 8 25 243 61
4274 4 61 373 26
4275 9 79 633 22
4276 1 79 723 11



4277 5 34 852 118
4278 3 24 848 57
4279 7 39 495 47
4280 4 51 730 34
4281 5 8 169 12
4282 9 46 335 117
4283 9 6 404 79
4284 10 87 667 116
4285 6 73 888 118
4286 10 15 566 78
4287 5 84 164 88
4288 10 13 151 84
4289 9 20 705 116
4290 9 25 549 46
4291 6 45 526 73
4292 10 70 608 42
4293 5 15 861 11
4294 6 38 801 113
4295 3 80 385 42
4296 5 44 204 42
4297 6 67 657 17
4298 9 34 366 109
4299 1 81 298 116
4300 2 99 371 70
4301 3 13 489 74
4302 4 78 565 40
4303 7 42 263 103
4304 7 68 708 67
4305 1 17 673 119
4306 4 96 962 94
4307 8 3 461 48
4308 5 22 233 102
4309 2 73 786 24
4310 2 86 619 18
4311 10 49 561 26
4312 7 1 440 96
4313 9 85 368 119
4314 2 4 331 48
4315 6 26 357 104
4316 4 69 946 81
4317 4 28 610 80
4318 1 61 223 16
4319 6 7 700 83
4320 1 12 187 78
4321 7 89 245 90
4322 9 36 286 119
4323 2 55 727 56



4324 5 10 450 27
4325 4 63 544 76
4326 6 57 792 87
4327 1 11 541 46
4328 4 95 789 45
4329 7 85 743 31
4330 4 58 818 34
4331 7 43 231 21
4332 10 39 913 39
4333 8 57 509 113
4334 3 98 308 35
4335 2 9 153 54
4336 4 85 455 36
4337 8 64 961 90
4338 7 49 513 73
4339 6 14 153 72
4340 9 29 557 36
4341 10 30 458 27
4342 7 69 588 41
4343 7 1 953 66
4344 10 77 670 98
4345 8 70 471 35
4346 2 78 473 16
4347 1 84 286 80
4348 10 44 907 115
4349 3 74 752 72
4350 2 38 208 34
4351 7 22 588 98
4352 7 63 316 118
4353 4 1 809 59
4354 1 45 692 40
4355 9 82 452 14
4356 1 56 533 94
4357 9 96 515 80
4358 6 12 286 119
4359 7 31 240 33
4360 1 67 950 72
4361 9 19 694 52
4362 8 46 789 23
4363 9 7 852 31
4364 4 87 808 120
4365 3 79 772 65
4366 7 17 165 89
4367 10 70 567 100
4368 7 55 285 111
4369 6 20 285 109
4370 5 52 853 27



4371 2 49 390 30
4372 1 50 715 24
4373 8 93 470 73
4374 7 54 858 101
4375 8 53 721 58
4376 2 56 229 62
4377 6 54 861 47
4378 10 86 682 71
4379 8 71 638 105
4380 2 64 269 62
4381 6 88 675 40
4382 3 46 950 101
4383 4 69 453 31
4384 1 63 577 93
4385 6 38 792 46
4386 6 68 844 90
4387 9 2 980 13
4388 2 95 634 79
4389 10 96 806 107
4390 2 40 249 93
4391 3 88 192 46
4392 6 42 467 19
4393 10 23 534 93
4394 9 16 426 65
4395 1 57 232 95
4396 6 68 954 56
4397 3 11 495 71
4398 1 39 152 29
4399 6 69 815 19
4400 4 7 782 108
4401 9 52 506 93
4402 4 86 859 13
4403 1 45 498 114
4404 8 30 391 72
4405 5 50 284 56
4406 7 41 710 103
4407 1 14 536 91
4408 10 63 718 87
4409 6 99 349 113
4410 8 71 482 33
4411 8 3 509 87
4412 5 95 263 112
4413 10 61 299 99
4414 1 97 354 12
4415 9 41 838 88
4416 3 46 399 77
4417 8 29 422 82



4418 5 54 272 99
4419 4 32 534 37
4420 3 17 344 53
4421 9 62 306 80
4422 4 91 826 49
4423 4 61 178 106
4424 3 55 209 73
4425 9 29 417 59
4426 5 94 328 30
4427 3 2 187 83
4428 1 83 366 46
4429 5 74 299 109
4430 6 81 315 56
4431 5 67 976 114
4432 4 86 218 27
4433 10 76 218 73
4434 6 13 713 77
4435 4 83 1000 103
4436 8 47 783 97
4437 3 26 767 36
4438 8 12 301 109
4439 6 65 990 116
4440 10 60 575 119
4441 6 30 433 87
4442 8 7 696 42
4443 5 100 186 76
4444 3 48 234 35
4445 10 36 950 91
4446 5 84 603 46
4447 7 54 510 118
4448 5 28 299 105
4449 3 24 909 89
4450 9 63 657 109
4451 10 46 234 104
4452 10 75 767 104
4453 9 83 163 91
4454 7 38 487 70
4455 10 50 749 99
4456 8 72 435 54
4457 6 51 631 80
4458 1 34 695 107
4459 2 38 329 115
4460 4 16 420 87
4461 6 74 515 106
4462 8 66 725 87
4463 10 24 202 112
4464 9 30 505 47



4465 1 48 699 81
4466 4 99 197 34
4467 1 60 210 31
4468 1 45 352 30
4469 3 19 797 25
4470 10 76 665 114
4471 9 89 893 63
4472 6 41 178 69
4473 5 65 190 44
4474 6 81 901 115
4475 9 86 304 44
4476 9 4 191 54
4477 4 44 263 28
4478 8 68 506 85
4479 7 33 703 59
4480 5 71 184 65
4481 2 77 195 102
4482 10 19 731 40
4483 8 74 693 38
4484 2 92 274 120
4485 5 11 383 69
4486 6 30 278 64
4487 3 27 677 108
4488 9 93 792 72
4489 10 99 744 69
4490 1 41 479 34
4491 6 72 615 12
4492 4 17 608 84
4493 10 7 331 48
4494 4 47 627 83
4495 4 1 961 50
4496 9 47 395 93
4497 6 67 808 47
4498 5 24 393 18
4499 6 89 193 69
4500 10 7 776 42
4501 3 76 656 92
4502 10 84 312 51
4503 1 93 678 57
4504 4 12 995 30
4505 9 19 533 65
4506 10 7 274 42
4507 9 44 993 101
4508 7 63 807 84
4509 9 80 679 89
4510 2 24 599 59
4511 4 62 874 44



4512 10 32 198 25
4513 3 41 609 52
4514 4 83 530 20
4515 1 44 323 31
4516 10 15 446 112
4517 5 35 677 112
4518 1 25 424 95
4519 4 30 354 79
4520 1 87 316 93
4521 9 18 462 52
4522 2 36 783 91
4523 10 67 498 65
4524 6 58 234 66
4525 10 40 345 89
4526 3 92 998 49
4527 8 32 546 47
4528 6 7 577 50
4529 3 91 387 11
4530 3 29 287 45
4531 10 43 805 90
4532 6 52 994 98
4533 1 55 338 34
4534 4 22 328 114
4535 2 91 697 89
4536 8 84 480 57
4537 7 1 806 12
4538 4 35 994 40
4539 6 51 178 60
4540 6 73 871 53
4541 4 82 950 73
4542 5 33 594 50
4543 4 23 397 70
4544 4 60 726 17
4545 10 78 357 89
4546 10 14 538 60
4547 4 13 427 79
4548 5 10 982 112
4549 4 24 467 47
4550 5 100 324 51
4551 4 96 942 46
4552 1 48 834 41
4553 9 98 468 60
4554 6 86 612 105
4555 8 38 625 49
4556 9 24 970 84
4557 8 4 859 111
4558 7 35 286 35



4559 5 87 417 90
4560 5 14 280 96
4561 3 8 262 17
4562 3 3 165 119
4563 2 35 548 110
4564 3 75 610 74
4565 2 81 391 36
4566 2 63 978 104
4567 3 2 372 16
4568 2 70 581 56
4569 3 99 486 81
4570 5 38 593 99
4571 9 71 380 95
4572 8 87 684 18
4573 1 68 382 57
4574 10 82 229 76
4575 7 67 270 113
4576 10 76 692 34
4577 2 97 332 42
4578 2 23 843 49
4579 8 100 956 103
4580 9 92 543 57
4581 9 27 582 88
4582 2 43 255 84
4583 6 14 974 20
4584 1 3 160 24
4585 1 32 733 14
4586 3 4 273 113
4587 2 59 289 97
4588 7 96 898 92
4589 6 66 185 55
4590 5 2 369 27
4591 7 84 256 31
4592 4 1 672 41
4593 3 37 540 114
4594 9 63 767 13
4595 8 45 822 65
4596 3 45 744 79
4597 9 47 223 13
4598 8 63 850 85
4599 4 18 746 109
4600 4 76 929 117
4601 9 12 883 33
4602 9 23 452 85
4603 10 55 213 80
4604 3 9 360 54
4605 7 89 542 65



4606 1 25 970 89
4607 5 87 560 14
4608 6 52 959 34
4609 5 41 709 68
4610 4 56 284 85
4611 1 82 507 54
4612 6 56 154 10
4613 4 73 708 70
4614 10 43 520 61
4615 2 79 603 97
4616 1 25 596 114
4617 6 71 508 63
4618 9 64 524 35
4619 7 21 829 44
4620 5 66 465 63
4621 2 57 594 31
4622 4 97 600 54
4623 7 43 514 30
4624 4 22 611 96
4625 1 73 614 22
4626 8 4 730 42
4627 2 59 819 29
4628 3 58 626 23
4629 9 93 650 48
4630 4 61 263 57
4631 3 79 233 69
4632 5 92 549 71
4633 7 36 890 71
4634 6 58 706 76
4635 2 13 339 31
4636 7 17 681 33
4637 10 99 153 70
4638 6 85 909 87
4639 8 19 402 27
4640 6 60 929 44
4641 10 57 944 112
4642 2 59 702 37
4643 9 36 569 24
4644 2 24 654 56
4645 8 15 239 103
4646 9 84 599 115
4647 3 93 752 17
4648 9 48 437 12
4649 8 81 876 26
4650 5 71 874 106
4651 10 66 527 85
4652 4 34 784 96



4653 1 18 662 95
4654 4 81 361 80
4655 8 29 714 110
4656 4 76 893 107
4657 1 71 856 16
4658 3 90 847 68
4659 10 44 928 111
4660 4 13 155 50
4661 10 81 495 61
4662 5 73 407 65
4663 10 2 565 10
4664 8 4 403 42
4665 2 35 383 73
4666 5 84 240 30
4667 5 78 914 103
4668 8 1 539 62
4669 9 56 197 106
4670 3 20 714 110
4671 5 14 555 57
4672 8 66 241 55
4673 4 4 629 119
4674 7 85 989 94
4675 10 70 430 26
4676 7 61 998 71
4677 2 21 827 29
4678 10 95 849 92
4679 1 18 565 49
4680 7 19 764 43
4681 4 69 505 56
4682 5 53 434 113
4683 4 10 564 119
4684 5 43 230 90
4685 10 100 375 35
4686 3 49 756 115
4687 2 62 298 52
4688 6 64 852 98
4689 10 89 923 44
4690 9 29 661 55
4691 9 23 183 119
4692 7 54 739 104
4693 1 95 838 32
4694 7 76 804 87
4695 2 12 846 22
4696 2 31 843 116
4697 10 49 220 27
4698 10 48 940 112
4699 6 1 740 45



4700 9 57 343 47
4701 6 30 512 41
4702 3 14 230 26
4703 8 28 845 91
4704 5 47 476 18
4705 7 78 335 40
4706 6 34 487 103
4707 2 32 571 103
4708 2 4 801 64
4709 4 40 432 76
4710 6 79 801 104
4711 1 98 806 106
4712 3 13 348 54
4713 9 41 746 91
4714 5 38 468 54
4715 3 29 763 71
4716 5 37 394 68
4717 1 26 277 25
4718 8 75 370 103
4719 1 47 329 53
4720 3 63 915 60
4721 5 16 604 58
4722 10 79 165 66
4723 10 61 513 112
4724 8 27 204 34
4725 5 64 769 109
4726 7 53 998 38
4727 5 17 951 62
4728 8 15 758 120
4729 10 33 543 38
4730 5 3 895 39
4731 8 62 663 74
4732 7 77 314 21
4733 8 25 646 26
4734 6 85 179 75
4735 6 81 171 94
4736 3 97 904 70
4737 5 65 769 47
4738 4 8 693 12
4739 5 24 969 111
4740 9 42 347 56
4741 2 2 972 90
4742 5 41 866 85
4743 8 22 458 77
4744 2 48 749 74
4745 7 67 529 71
4746 6 79 990 25



4747 4 44 443 12
4748 1 50 978 72
4749 10 82 617 77
4750 2 81 362 31
4751 3 9 939 63
4752 7 28 893 53
4753 6 45 672 14
4754 2 45 656 43
4755 7 45 793 71
4756 8 85 439 37
4757 5 79 783 58
4758 7 29 564 94
4759 3 69 674 62
4760 2 14 978 64
4761 9 72 776 103
4762 1 38 346 68
4763 9 21 177 109
4764 8 24 488 35
4765 6 56 704 47
4766 4 39 458 104
4767 8 86 751 115
4768 7 81 180 86
4769 10 93 219 98
4770 10 51 153 88
4771 7 14 245 44
4772 3 74 581 89
4773 9 96 672 89
4774 9 48 629 18
4775 7 40 976 49
4776 3 58 365 94
4777 10 89 622 49
4778 7 65 765 111
4779 3 87 970 40
4780 3 30 651 50
4781 6 67 504 43
4782 8 86 220 43
4783 10 94 483 12
4784 2 13 840 100
4785 8 77 332 88
4786 10 52 481 28
4787 8 48 243 116
4788 2 57 596 107
4789 1 48 237 35
4790 1 58 800 40
4791 8 41 579 41
4792 9 96 872 32
4793 2 29 476 113



4794 4 61 834 113
4795 1 48 817 101
4796 10 86 715 45
4797 6 65 498 40
4798 7 36 993 112
4799 6 29 474 72
4800 1 30 604 15
4801 1 14 507 42
4802 7 46 415 39
4803 10 91 769 40
4804 8 58 562 111
4805 7 24 866 35
4806 4 14 554 38
4807 4 23 336 82
4808 5 10 385 68
4809 3 7 223 84
4810 10 39 711 58
4811 10 55 654 66
4812 2 66 445 79
4813 2 21 456 54
4814 6 64 304 107
4815 2 80 633 24
4816 3 82 197 76
4817 3 7 621 24
4818 5 91 990 54
4819 10 32 978 70
4820 2 56 491 37
4821 7 32 741 32
4822 10 71 482 34
4823 1 18 301 103
4824 9 8 897 66
4825 3 25 182 71
4826 2 30 952 82
4827 2 7 217 30
4828 4 32 659 27
4829 3 20 398 108
4830 1 46 885 35
4831 3 46 547 75
4832 7 57 461 100
4833 8 66 186 64
4834 10 84 930 110
4835 1 47 153 45
4836 6 83 864 86
4837 2 35 894 61
4838 10 28 278 103
4839 7 58 682 103
4840 7 11 536 21



4841 6 47 362 15
4842 10 54 497 42
4843 7 91 700 33
4844 2 96 356 31
4845 6 69 696 77
4846 6 32 157 15
4847 2 71 434 89
4848 2 77 344 39
4849 6 18 160 116
4850 7 71 583 31
4851 4 79 359 115
4852 10 20 606 74
4853 8 71 216 101
4854 6 56 963 56
4855 10 89 246 108
4856 10 98 900 65
4857 5 32 567 95
4858 2 13 595 88
4859 4 69 606 19
4860 8 89 649 80
4861 3 72 483 86
4862 6 34 961 72
4863 5 78 401 103
4864 6 58 826 103
4865 9 68 495 20
4866 1 60 748 98
4867 8 84 605 38
4868 2 35 175 107
4869 9 68 657 29
4870 1 20 319 111
4871 7 63 679 17
4872 9 72 784 51
4873 8 7 503 18
4874 5 5 243 118
4875 8 8 959 21
4876 2 75 194 17
4877 2 30 307 29
4878 8 11 192 44
4879 6 77 550 62
4880 9 96 352 117
4881 4 34 252 114
4882 5 67 661 80
4883 5 93 342 25
4884 2 78 386 45
4885 8 8 539 23
4886 1 29 221 26
4887 3 50 739 113



4888 4 35 966 107
4889 2 32 736 86
4890 6 66 960 17
4891 10 17 306 110
4892 1 91 825 106
4893 8 12 539 83
4894 9 61 376 29
4895 4 32 234 110
4896 5 32 463 81
4897 5 5 252 100
4898 6 15 223 120
4899 1 48 428 30
4900 8 48 398 63
4901 2 21 609 77
4902 7 65 367 108
4903 1 8 614 32
4904 10 93 484 107
4905 7 35 245 49
4906 6 48 522 109
4907 6 57 777 34
4908 9 67 433 54
4909 3 5 628 106
4910 2 4 854 76
4911 2 39 715 106
4912 7 46 379 74
4913 8 72 634 99
4914 5 87 530 93
4915 8 5 677 45
4916 9 53 790 11
4917 9 98 746 75
4918 8 23 512 14
4919 7 56 327 39
4920 6 14 571 12
4921 2 6 778 58
4922 8 15 294 73
4923 5 80 537 48
4924 4 92 296 19
4925 9 18 909 48
4926 8 63 861 84
4927 7 21 167 25
4928 6 33 926 51
4929 6 11 961 60
4930 10 62 159 61
4931 6 19 821 59
4932 8 41 697 81
4933 6 78 917 74
4934 5 88 993 81



4935 8 28 693 112
4936 5 85 931 103
4937 1 63 165 70
4938 3 74 658 51
4939 6 12 696 108
4940 4 39 512 67
4941 3 55 158 11
4942 10 36 910 38
4943 8 86 585 28
4944 5 9 823 72
4945 1 13 325 48
4946 6 33 795 61
4947 10 81 611 12
4948 7 79 890 54
4949 9 68 432 45
4950 1 2 718 27
4951 4 29 875 116
4952 6 45 277 115
4953 3 77 914 29
4954 2 99 697 10
4955 3 65 312 47
4956 1 20 530 82
4957 3 86 796 101
4958 7 7 773 22
4959 8 42 240 86
4960 2 64 607 102
4961 3 74 856 95
4962 1 24 963 15
4963 10 56 779 87
4964 7 12 904 84
4965 1 78 602 54
4966 8 99 241 58
4967 10 73 191 91
4968 2 1 258 23
4969 10 75 976 44
4970 5 53 425 79
4971 8 90 752 86
4972 5 96 532 107
4973 7 23 501 57
4974 1 74 858 11
4975 8 54 585 52
4976 4 24 620 19
4977 10 26 177 49
4978 7 86 811 73
4979 5 61 587 11
4980 7 73 423 51
4981 10 28 596 109



4982 6 75 597 116
4983 4 57 769 105
4984 4 67 889 51
4985 9 54 647 20
4986 9 7 469 13
4987 6 27 691 22
4988 5 80 262 27
4989 8 82 809 87
4990 10 15 196 110
4991 10 51 412 62
4992 6 61 687 69
4993 6 28 857 78
4994 10 72 941 70
4995 7 8 491 107
4996 10 72 661 14
4997 4 27 944 115
4998 1 94 433 111
4999 9 51 856 103
5000 2 86 237 32
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