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Chapter

Usability Testing of Mixed Reality 
Scenarios: A Hands-on Report
Robert Strohmaier, Gerhard Sprung, Alexander Nischelwitzer 

and Sandra Schadenbauer

Abstract

We would like to share our insights in designing, preparing, preforming, and 
analyzing usability tests for multiple connected augmented reality and virtual reality 
applications as well as traditional mobile applications developed for a multimodal 
screening tool. This screening tool is under development at the University of Applied 
Sciences FH JOANNEUM in Graz, Austria. Several researchers from the departments 
of health studies and applied computer sciences are working closely together to estab-
lish a tool for early diagnosis of cognitive impairments to contribute to the manage-
ment of dementia. The usability of this screening tool was evaluated by ten therapists 
paired with ten clients as testing group 1 and two usability experts in a separate test 
(group 2). In this chapter, we would like to describe why we use observed summative 
evaluation using the co-discovery method followed by post-task questionnaires for 
the first testing group. We are going to discuss the reasons for performing the cognitive 
walkthrough method as co-discovery with usability experts of testing group two as 
well. Furthermore, we describe how we use camera recordings (traditional cameras, 
360-degree cameras), screen recording, and special tailor-made software to experience 
the screening process through the user’s eyes.

Keywords: usability, user centered design, augmented reality, virtual reality,  
mixed reality, cognitive walkthrough, co-discovery, observation

1. Introduction

During this chapter we are going to discuss a usability study of a mixed reality sce-
nario. Within the next pages, relevant literature is shown and insights into our ideas 
during planning of the usability study are given. As well as the subject of the test, the 
multimodal mixed reality scenario is going to be presented. In every section we tried 
to point out what is, in general, to do at a specific step or task during the usability 
processes. As well, we try to describe how we have done something (highlighted by 
the words “In our case”) and, if applicable, we try to give suggestions, i.e., what can 
be improved (highlighted by the words “Potential for improvement”).

First, we are going to clarify basic terms to establish a common understanding of 
the material at hand.
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When it comes to classifying an application into the areas of augmented reality 
(AR), virtual reality (VR), and mixed reality (MR), Vogel et al. gives a good overview 
of how these techniques are seen in different disciplines [1].

1.1 Augmented reality (AR)

In our remarks, we refer to the definitions of Azuma [2] and the virtuality con-
tinuum of Milgram [3]. AR has to fulfill the following three points:

• Virtual objects and virtual aid enrich the real environment
 The virtual objects and virtual aid have to be connected closely with the real 
environment. Virtual aid can be interpreted as visible content such as 3D models 
as well as invisible services like a digital tape measure to measure distances in the 
real environment.

• Anchored in real space
 In our point of view, it is important that virtual objects and services are anchored 
to the real environment. This connection has to be stable and must not change 
during the use of the application.

• Updates in real time
 All kinds of interactions should be computed in real-time. Furthermore, 
reactions to actions have to be rendered in real-time or, at least, with a minimal 
delay.

1.2 Virtual reality (VR)

Virtual reality can be seen as a completely virtual environment, where users are 
isolated from the real world and experience 3D models, spatial audio, and other 
digital content as well as other sensory stimuli. Ideally, the real world cannot be 
recognized at all. No real-world image, no real-world acoustic signal, no real-world 
smell, and no real-world tactile stimuli. Regarding the used hardware, this can be 
established completely or partly. Whereas using just a VR headset and moving within 
an environment like a therapist’s treatment room, the immersion in the virtual envi-
ronment is lesser. Regarding Milgram, we also tend to categorize our VR applications 
in the area of the virtual environment [4].

1.3 Mixed reality (MR)

Mixed reality is described as everything between the real and the virtual environ-
ment [3]. In addition, some major hardware and software companies tried to use this 
term to fit their hardware and software. In the following paragraphs, we are going to 
explain the elements of the conducted usability tests. All of them together are consid-
ered by us to be a mixed reality scenario.

1.4 Other important terms

Besides technical terms, during this chapter, we use many terms related to 
usability testing as well as terms related to the research project named SCOBES-AR 
(description of the project follows in the next section), itself. Therefore, within this 
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section, we are going to clarify the meanings of the most important terms. In the case 
of any confusion about the used terms later on, please refer to this section.

• Usability test
Structured process to assess how usable a computer-based system is.

• Usability method
 Determines how a usability test must be carried out. E.g., heuristic evaluation or 
thinking aloud can be seen as a usability method.

• Usability study
 If multiple usability tests are carried out to answer the same questions about the 
behavior of the users or the functionality of the product, we refer to this as a 
usability study.

• Expert (Usability expert)
A person who possesses profound knowledge about usability.

• Facilitator
 A usability expert, who is in charge of planning, conducting, and analyzing 
usability tests.

• Observer
 A person with at least basic knowledge about usability assists the facilitator during 
usability tests. They are mainly in charge of observing the tests and taking notes.

• Participant
 A person who takes part in usability tests in the role of a user. This person must 
be recruited out of the target group(s) of the product to be tested. In our case, 
both therapists who are using the screening tool, as well as their clients being 
screened, can be participants in our usability study.

• Screening tool
 A set of different screenings to, in our case, test physical and cognitive abilities in 
healthy persons.

• Screening
 Activities to assess a person’s abilities within a special scope (e.g. cognitive 
health, physical health).

• Task
One step in screening.

• Therapist
 A health professional who offers some kind of health-related service. Therapist 
can utilize the screening tool developed by us.

• Client
 A client takes advantage of a health-related service, provided by a therapist. They 
can be screened by a therapist.
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1.5 The Project SCOBES-AR

Cognitive impairments like dementia are a tremendous challenge for affected 
persons, their relatives, and for a country’s health system. To detect cognitive impair-
ments at a very early stage might bring a lot of advantages for people and for admin-
istration. Therefore, we are working on a multimodal screening tool (MST) to detect 
cognitive impairments early. After identifying suitable screenings, we try to advance 
these screenings by digitalizing them [5].

To accomplish these goals, we have developed multiple digital applications. Some 
of them fit into the area of AR, some of them into VR and others are simple digital 
applications running on smartphones and tablet computers. All AR, VR, and tradi-
tional digital apps form the digital screening tool. We see this combination as a mixed 
reality scenario. This is the reason for using the term MR in the title of this chapter. 
More information about the constituent applications, whether they are AR, VR, or 
just digital, is given in the next section.

2. Elements of the usability tests

This chapter’s main focus lies on usability and usability test methods. 
Nevertheless, a short overview of the single applications which together make up the 
screening tool is given within this section.

Overall, the screening tool consists of several screenings. At the beginning of 
each screening, anamnestic data is collected with the help of questionnaires pre-
sented on websites. Those questionnaires are not subject to the usability test. We 
tried to focus on the AR, VR, smartphone and tablet applications, and the process 
they are used (see Figure 1).

During the whole process, therapists have to take care of clients, they have to 
start the right software at the right time, prepare the proper hardware and, in case of 
malfunctions, they have to troubleshoot. Because of that, handling the hardware is 
also subject of the usability tests.

With the application running on the tablet computer, therapists have to log into the 
client using a quick response (QR) code. Then, they can start and stop the screenings 
described below. They can also visually monitor everything the client sees in the AR 
and VR headsets. They are able to monitor and annotate the screenings (see Figure 2).

After this short description of the application used by the therapists, we are going 
to introduce the screenings, which are the subject of the usability tests (see Figure 1).

Figure 1. 
Process of all screenings.
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2.1 Trail making test AR (TMT-AR)

Cognitive parameters are assessed during a process where clients have to select 
numbers and letters in ascending order [6, 7]. In the traditional form of the screening, 
these numbers are printed on a sheet of paper and pinpointed with a pencil, or the test 
is executed on a computer system.

In our case, numbers and letters are shown in virtual spheres, which are super-
imposed over the real world with the help of AR techniques. To accomplish this, the 
client wears a smartphone mounted in a Haori AR headset. To select single spheres, a 
flic2 button [8] is used. This can be seen in Figure 3.

2.2 Dual task assessment (DTA)

Gait parameters are measured by having the client walk a distance of 10 meters 
several times. If this screening were to be conducted traditionally, the distance would 
be marked on the floor. Therapists would use a stopwatch to measure elapsed time 
and would count the steps of the clients [9].

Figure 2. 
Therapist during screening (monitoring and annotation).

Figure 3. 
Smartphone mounted in Haori headset worn by the client.
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In our case, the client also wears a smartphone mounted in a Haori AR headset. A 
custom smartphone application utilizes AR techniques to measure distance, time, and 
footsteps.

2.3 Reaction test

During the traditional screening, reaction times of clients are measured by the 
talent diagnosis system (TDS) using the method “match 4 point” [10, 11].

In our case, a smartphone application is used to show visual stimuli. Depending on 
the stimulus, the client has to push the corresponding flic2 button. This application is 
just a smartphone app. No AR or VR techniques are used here.

2.4 ETAM mobility

The Erlangen test of activities of daily living in persons with mild dementia or 
mild cognitive impairment (ETAM) is carried out traditionally with printed pages. 
For the “mobility” element of this screening, clients are shown traffic scenes printed 
on paper. They have to argue about what people in these scenes are allowed to do [12].

In our case, clients wear an Oculus Quest 2 VR headset and find themselves within 
virtual environments, displayed as spherical 360-degree videos of traffic situations. 
Clients are able to look in all directions and have to interact with the system to decide 
where to go, when, and why (Figure 4).

2.5 ETAM finances

At this screening, the client’s abilities regarding recognition of prices and mental 
arithmetic are measured. Traditionally the client has to decide which products to buy 
using a very simple fake catalog of a grocery store (Figure 5). In addition, money for a 
shopping list has to be calculated exactly with real currency units [12].

In our case, clients accomplished these tasks in a virtual shop wearing the Oculus 
Quest 2 VR headset.

After introducing the project SCOBES-AR and the single screenings of the screen-
ing tool, we’d now like to give an overview of some promising usability methods to 
test its user-friendliness.

Figure 4. 
ETAM mobility.
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3. Selection of suitable usability testing methods for AR and VR

Based on usability literature and our experiences we have preselected several 
usability testing methods. Those will be discussed, especially regarding their use in 
AR, MR, and VR settings, within this section. After reading the following paragraphs 
it will be clear which methods we have chosen and why.

At the beginning of every usability study, the selection of suitable usability testing 
methods takes place. Usability testing methods mostly originated during the rise of 
desktop software and websites. Nowadays the amount of AR and VR applications 
increases steadily. In tandem, attempts to test their usability become increasingly 
common. A good point to start from is recent papers and articles, in which usability 
studies of AR applications [13, 14] and of VR applications [15, 16] are presented or 
compared. Here, it is essential to know how traditional usability tests work. Authors 
like Barnum [17] and Nielsen [18] as well as practical guides [19] should be consid-
ered, before applying or adapting a usability method.

In our point of view, feedback from real users is essential to develop a meaningful 
product. Additionally, the detailed feedback of experts is needed, when real users 
cannot imagine what could be improved and how this could be achieved. In this case, 
well-experienced usability experts are very valuable. Hence, we designed two usabil-
ity studies. The first is with methods suitable for real users and the second just to get 
feedback from usability experts.

During the next paragraphs, we would like to give a short overview of promising 
usability testing methods for this need. Along with this overview, we focus on the 
differences of the traditional method and the usage for AR, VR or MR.

3.1 Heuristic evaluation

According to Nielsen, heuristic evaluation is an expert tool, wherein usability 
professionals analyze a product regarding a set of 10 heuristics. Those heuristics 
cover a large amount of usability factors. Analyzing a product with this 10-point 
list determines if the product is giving proper feedback to the users, is oriented 
along real-world metaphors, provides helpful error dialogs, and many other 
aspects [18, 20, 21].

Figure 5. 
ETAM finances - view from inside VR headset.
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Those 10 heuristics are suitable for traditional desktop applications and websites. 
But, when it comes to other domains, some of them might not be suitable for the task 
at hand. For this reason, different researchers tried to adapt the heuristics for their 
own use. When it comes to VR, Sutcliffe and Gault came up with 12 heuristics [22] 
whereas Rusu et al. tried to introduce 16 heuristics [23] followed by a 9- point catalog 
of Murtza, Monroe, and Youmans [24]. When analyzing AR applications, Gale et al. 
suggest a 26 points catalog [25] and Endsley et al. compare different approaches [26].

Some of the recently developed heuristics are comparable with some of the 10 
heuristics developed by Nielsen. Showing the system status to users, giving appropri-
ate feedback, and helping to recover from errors are some points that are still impor-
tant nowadays. Additionally, the newer heuristics are influenced mainly by factors 
of the AR and VR hardware like comfort of wearing the hardware and the immersion 
into a realistic (AR) or virtual (VR) environment.

Conducting a heuristic evaluation in the domains of AR, VR, and MR is challeng-
ing. A key factor in this challenge is considering the product to be tested and which 
heuristics to choose or how to alter some existing catalog of heuristics.

In our case, we have analyzed existing heuristics for AR and VR products. 
However, those heuristics were not suitable for us. As the process of developing a 
custom set of heuristics seemed to be out of the scope of the project, we rejected the 
idea of using heuristic evaluation.

3.2 Co-discovery

Evaluating products with two persons at the same time might be a very good idea. 
If two people are needed for the product or service, it is a good idea, to also test the 
usability with two people. This method can also be combined with other methods [17].

Furthermore, if the AR, MR, or VR product has to be operated by two people, 
co-discovery can also be used in such a scenario [14].

In our case, the method of co-discovery is a perfect match. Since as the scenario of 
our project consists of two people, the therapist and the client, who are working closely 
together, we decided to use co-discovery. We were also in favor of combining co-discov-
ery with another method. These thoughts are described in the following paragraphs.

3.3 Thinking aloud

Following the thinking-aloud method, users must fulfill several tasks using a 
product. The product can be a physical object like a coffee machine or desktop soft-
ware, or a website. The participants of the usability test are encouraged to think aloud 
and verbalize their mental models while interacting with the product [17, 18]. This 
enables deep insights into the usability of the product. Usability experts observe the 
completion of the tasks and the thoughts of the users. For documentation, the whole 
process is often filmed. By inviting 3 to 5 users, the main usability issues can be found. 
While this method can be seen as a cheap method it is very unnatural for participants 
to think out loud [18].

When it comes to AR, MR, and VR settings, this method also seems to be very 
promising. Interacting with virtual objects in real or virtual worlds while verbalizing 
thoughts seems to be a good solution. For example, Boulder et al. used the thinking-
aloud method when comparing usability tests of a car infotainment system in an MR 
scenario and in a real scenario [27]. Thinking aloud might work in a broad range of 
AR, MR, and VR scenarios. On the other hand, the limitations of the method have to 
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be considered. For example, if speech recognition is used to interact with the product, 
thinking aloud is inappropriate and may lead to accidental input. It must also be con-
sidered that thinking aloud produces a cognitive load on the side of the participants 
which can influence the results of a usability study.

In our case, it is crucial to get direct feedback from real users. Thinking aloud 
appeared to be a promising approach to accomplish this. But, as far as clients must 
carry out physical and especially cognitive screenings, we have seen huge problems 
in the thinking-aloud method. As well, usability tasks in addition to the tasks of the 
screening would be overwhelming for the clients and the therapists. Because of these 
reasons we did not apply this method to our usability studies.

3.4 Observation

The aim of observations is to study the users working with a product in a natural 
environment while not interrupting or disturbing them. Besides taking notes to 
gather qualitative feedback, videos can be recorded to analyze the observations. In 
some cases, the users can be interrupted to answer questions. According to Nielsen, 
three or more users have to be observed to get meaningful results [17, 18].

Because of the simple and product-independent setup, observations can also be 
conducted when evaluating AR [14, 28], MR, and VR products. Gaining qualitative 
feedback and impressions of the usage under normal conditions seems to be very 
promising.

In our case, observation fulfilled our requirements. It combines the view of real 
users doing everything which is needed for the real screenings without any influences 
of usability methods. Therefore, we applied this usability test method together with 
the co-discovery method. Therapist and client can perform a screening under realistic 
conditions while being observed to gather meaningful results regarding the usage of 
the different software applications and the process itself.

3.5 Questionnaires

Questionnaires can help to get structured feedback from participants before, 
during, and after a usability test. How many questionnaires to use and what they look 
like, is mostly defined by the product to be tested and the current stage of the product 
lifecycle. Questionnaires can be answered by the participants before (pretest), during 
(posttask) and after (posttest) a usability test. Whereas pretest questionnaires often 
aim to get more background information about potential users, posttask question-
naires relate directly to the completion of single tasks. Finally, posttest questionnaires 
are closely related to the goals of the full usability test [17, 19, 29].

When it comes to analyzing VR applications, VRUSE is an early attempt to provide 
a set of 100 questions structured in 10 parts [30]. Rather than answering the VRUSE 
questions within a Microsoft Excel spreadsheet, Putze et al. suggests implementing 
the questionnaires directly into the VR application. Here the questions are displayed 
within the virtual world, and they can be answered by using the VR controller, which 
is also used for the main application [16].

When using this approach in VR or AR persons with sight impairment must be 
considered. Besides, the implementation of a questionnaire into AR or VR software 
needs more resources as handling it like a traditional questionnaire.

Questionnaires can also be applied for AR applications. A good point to start 
research in this area is the overview provided by Pranoto et al. [14].
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In our case, we have decided to use questionnaires after each usability observation 
to figure out if the perception of the usability test facilitator matches the self-percep-
tion of the participants. Considering the target groups and the duration of the whole 
screening process, we tried to come up with a simple and rather short questionnaire. 
We’ve analyzed the VRUSE questionnaire [30] and selected the following important 
aspects for the project SCOBES-AR:

1. Functionality

2. User input

3. Help and user manual

4. System output

5. Hardware

6. Immersion

According to these considerations we composed a set of questions. For each 
screening, the questions looked similar. This enabled us to draw conclusions between 
screenings. Because of the small sample of 10 therapists and 10 clients as partici-
pants, documentation was done in Microsoft Excel. This sample size is too small to 
draw conclusions from the questionnaires itself. However, in combination with the 
documentation of the observations, the questionnaires are able to help us to better 
understand what participants did and why they did it.

3.6 Cognitive walkthrough

When it comes to analyzing whether users are able to interact with a system in a 
proper manner, a cognitive walkthrough can be conducted. Inspecting especially the 
learnability of a system, action sequences are analyzed by usability experts. To be 
successful, the experts need information about the users of the system, and typical 
tasks for the system must be prepared. During the usability test, four main questions 
are being considered:

• Will the user try to get the right result?

• Will the user notice that the right action is available to them?

• Will the user associate the correct action with the expected result?

• When the right action is taken, will the user see progress being made toward the 
intended outcome?

Based on this analysis, suggestions were made on how to improve usability [17, 21, 31].
The main key is, whether using it for traditional digital products or AR or VR 

products, to make sure that the experts understand the users. This might be solved 
by personas and empathy maps, which can be created on the basis of focus groups 
[17–19, 31].
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This method can just as well be used in AR, MR, and VR scenarios. The method may 
be altered slightly, but also can be utilized as described for other digital products [14, 15].

In our case, the expert view regarding those questions was exactly what we 
needed. To take into account the fact that at a real screening therapist and client work 
in pairs, we applied the cognitive walkthrough in form of a co-discovery.

After this discussion of usability methods, we are going into detail. Within the 
next section, the most important steps in preparing the usability studies are detailed. 
Please be aware, that more details can be found in usability literature.

4. Preparation phase

During this chapter, we explain the most important steps in designing a usability 
study. We will cover mainly the steps we have used for our study design and mention 
some other methods in short. Additionally, we will describe our lessons learned while 
designing the study for the mixed reality scenario.

4.1 Important documents

Usability experts suggest writing a guideline document for every usability test. 
Every consideration should be documented within this guideline. As well, all consid-
erations during planning phase can be documented here.

Most times also a general data protection regulation (GDPR) [32] consent is 
needed where participants agree to the computation of their private data. Depending 
on the type of study and individual regulations in different countries, other docu-
ments like a data management plan and others might also be needed. Country 
depended regulations [33] must be met [17].

In our case: We’ve written an independent guideline for each usability study. Apart 
from goals, ideas, and to-do lists, the exact timetables of the usability tests were 
especially useful. Very helpful as well as contacting a law expert when it comes to 
documents relating GDPR. This step is strongly recommended.

4.2 What is the aim of the usability study?

The most important step in preparing the tests is to identify the aim(s) of the 
usability tests. Depending on the aim(s), different usability testing methods are 
suitable and different kinds of participants must be recruited. Also, the methods of 
documentation and presentation vary [17].

In our case: We wanted to see how clients and therapists handle the software and 
how they interact with each other. The typical usability of the software and the overall 
screening process had to be evaluated.

4.3 Recruitment of participants

Next should be considered whether the real users out of the target group(s) 
should be involved in the usability test, or if usability experts should analyze the 
product(s). Enough time for recruiting participants should be planned. Regarding the 
sample size, this step can take a long time. The number of participants strongly varies 
depending on the usability test method. For detailed information please have a look at 
the literature within chapter 3: Selection of Suitable Usability Testing Methods [17].



Updates on Software Usability

12

In our case: We wanted both the expert view and insights from the target groups. 
Therefore, we conducted two usability studies. The first study was conducted with 10 
therapists and 10 clients, who worked together in pairs. The second study took place 
with two usability experts, one of them took over the role of the therapist and the 
other the role of the client.

It is good practice to inform participants during recruitment on the phone about 
what will happen during the usability tests (e.g., if they will be recorded with video 
cameras and microphones) and especially about GDPR. If this is not done in the worst 
case a participant shows up and does not agree to be recorded. In this case, the test 
ends before it begins, and the time of every person involved is wasted. Some of our 
participants stated at the beginning of the tests that they feel a little bit uncomfortable 
when being filmed. However, every participant agreed to sign the GDPR document. If 
they would not be informed beforehand, during the recruitment phase, some of them 
maybe would refuse to cooperate right at the beginning of the test.

4.4 Selection of the usability test personnel

The consideration about who should lead and observe the usability tests should be 
taken right at the beginning of the planning phase. Deep knowledge of usability test-
ing is strongly needed especially for the facilitator. Ideally, the whole of the usability 
personnel contributes during the planning phase. As well it should be decided who is 
responsible for analyzing the findings after the usability tests [17].

In our case: We have decided to run the tests with just one person. Aside from other 
reasons, limited resources led us to this decision. This means the facilitator was in 
charge of all interactions with the participants, doing observations during the usability 
tests, and handling the hardware. Doing so can be described as possibly stressful for the 
facilitator. However, it is feasible. Simply ensure that this person is very well prepared 
and can handle hardware and malfunctions of the hardware in proper time by themself.

Potential for improvement: If two or more participants work together on a usabil-
ity test at the same time, each one should be observed by one distinct observer. The 
facilitator might take on the role of one observer in such a scenario. Activities like 
preparing documents or preparing the hardware and product(s) used in the usability 
test can be shared between those persons. In any case, observing the participants 
should be shared. Focusing on one participant while taking notes has a huge poten-
tial in increasing the quality of the notes whilst also reducing the time spent during 
analysis of the notes after.

4.5 Defining the usability test methods

The aim(s) of the usability study and the product to be tested has a huge impact on 
choosing the right testing method. Also, choosing more than one testing method can 
lead to improved results. Because of the variety of available testing methods and the 
novelty of testing methods for AR and VR this selection process is described in detail 
in chapter 3: Selection of Suitable Usability Testing Methods.

4.6 Defining the tasks

After deciding these details, the tasks of the usability studies and/or the questions 
of the questionnaires must be defined. Depending on the selected testing method(s) 
and the product to test, the tasks that the participants of the usability study have to 
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accomplish are very different. Always keep the aim(s) of the study in mind when it 
comes to creating the tasks.

Besides defining the tasks, it can also be necessary to prepare additional informa-
tion. When using an expert usability method, it might be essential to present results 
of personas, empathy maps, or similar tests to them.

In our case: In usability study one, we wanted the therapists and clients to act as 
they do normally during such a screening. Therefore, no specific tasks were defined. 
The only task was to do the screening. Therapists were introduced to the screening 
tool in advance and most of them had also done several screenings before the usabil-
ity test. The clients are instructed by the therapists and do not have to have special 
knowledge about the screening methods.

When it comes to the expert test, the whole story looks a little bit different. The 
usability experts do not have knowledge about the screening methods. Nor do they 
have domain knowledge in the field of the therapists like physical therapy, occupational 
therapy, dietetics, or speech therapy. To make them familiar with the screenings, the 
screening method itself and the therapeutic background were explained. Special func-
tions regarding the software were not. As well they have to be provided with detailed 
information about the target groups in the form of personas and empathy maps.

Besides thinking about tasks themselves, how the task completion can be mea-
sured and evaluated has to be considered as well during the preparation phase. In our 
case, we gathered qualitative data during the observation and categorized it with a 
coding scheme, and prioritized them by importance and urgency (see 6.3 Notes of the 
Observations and Codes).

When questionnaires will be used, the questions should be developed during the 
planning phase. A scale to rate the answers must also be defined. As a scale we used a 
five-level Likert scale with the following items:

Strongly disagree - Disagree - Neither agree nor disagree - Agree - Strongly agree.

4.7 Defining the documentation method(s)

Last but not least, during preparation, the documentation and analysis of the 
usability studies have to be considered. It’s important to get an overview of needed 
hardware and software. As well it is an important step in planning to decide, when 
and where to place which camera(s). This is going to be discussed in Section 6 
Documentation and Analysis.

After writing about the preparation phase, we describe in the next section, how we 
have carried out the usability tests.

5. Carrying out the usability tests

Below we try to give an overview of steps, which were very important for our 
usability studies. Again, like in the previous sections, more detailed information can be 
found in usability literature written by Barnum [17] or Nielsen [18]. The focus of this 
chapter stays on a hands-on report, where we try to show what we have done and why.

5.1 Usability study 1: observed summative evaluation

The first usability study was done in the form of an observation followed by 
a posttest questionnaire. It was combined with screenings under real conditions. 
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10 therapists and 10 clients were recruited for the usability tests. They had been 
informed about GDPR in advance and were willing to be filmed when they arrived. 
Starting with an introduction to usability and the reasons for the usability study, 
the facilitator activated all the video cameras and screen recorders. By clapping his 
hands, the audio signal for synchronization was given. Retreated to the background, 
the facilitator started taking notes. From screening to screening the facilitator had to 
change the positions of the cameras. The rest of the time, he tried to be in the back-
ground not influencing the screening.

After the screenings, a posttest questionnaire was handed out, where therapists 
and clients got different questions. The aim of the questionnaires was to gather 
additional feedback and to better understand the actions taken by the users during 
the usability test.

Potential for improvement: It might be better if every person who is to be observed 
would get a distinct observer. Observing two persons at a time is possible. But more 
detailed notes can be taken, if one observer can concentrate on a single user.

5.2 Usability study 2: cognitive walkthrough as a Co-discovery

As mentioned before, cognitive walkthrough was chosen as a method to gain deep 
insights into the usability from experts. Because of the fact that during the screenings 
therapists work in pairs with their clients, the method of co-discovery was also utilized. 
So, two usability experts were invited to analyze the product using the method of a 
cognitive walkthrough working in pairs, which is typical for the co-discovery method.

The agenda of the cognitive walkthrough was quite tough. All of the four screen-
ings which utilize AR and VR have to be tested by experts. The experts themselves 
have profound knowledge about usability, computer science, interaction design, and 
didactics. But what they do not have is knowledge about medicine, health care, and 
traditional screening methods. Therefore, they must be introduced to every single 
screening, while not showing them too much detail about the software before the 
usability test starts. In doing this, the facilitator followed this outline, whereas 0x is a 
placeholder for all 4 screenings. So those three parts are carried out 4 times in the test.

• Introduction to the project

• Introduction to the personas and empathy maps

• Introduction to screening 0x

• Carrying out screening 0x

• Discussion about the main issues during screening 0x

• Closing remarks

While the screening took place, everything was filmed by a screen recorder with 
an activated microphone in the therapist’s tablet computer. Notes were taken by the 
facilitator during the screenings as well as during the discussion of each screening. 
During the phase of discussing a screening, the screen recording was very valuable. 
Uncertainties during the discussion about what was happening before the screening 
could be clarified easily.
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A very important point to discuss when planning the agenda are the breaks. The 
whole usability test session took us about 6 hours. It is really hard for the experts and 
for the facilitator to stay focused. A coffee break, some sweets and a lunch with time 
for networking were very important to stay on task.

More detailed information about the process of the cognitive walkthrough itself 
can be found in the next section, where one of the usability experts outline his experi-
ences during the test.

Potential for improvement: At the beginning, special terms which are used within 
the product should be presented and clarified. A small, printed dictionary might help 
a lot, too, when wording is not clear.

It turned out, that during expert tests the experts also tend to give feedback about 
the usability test itself. One of their suggestions was given in relation to the empathy 
maps. Those should be extended to mood boards, where personas can be seen in 
different situations which are important for the product. Grouping and categorizing 
feelings take a very important place as well and should be designed in a proper way.

The section below is written by one of the participating usability experts and 
should give insights into the perspective of the experts during the usability test.

5.3 Impressions from participating usability experts

The task was to review the usability of the dashboard application used by thera-
pists and the applications used by the clients during a screening. Furthermore, the 
communication and interaction between therapists and clients have to be assessed.

Right at the beginning of the usability test, it became clear that a lot of used terms 
were not clear at all. Wording is a very important point in communication.

We have to take into account a large number of different roles and needs, wishes, 
and fears associated with them. The roles that we two usability experts are supposed 
to assume are extremely differentiated. The introduction to the personas was essential 
to conducting the cognitive walkthrough. The phase of discussing persona descrip-
tions and empathy maps took much longer than planned. The facilitator accepted 
these circumstances and altered the complete test schedule on the fly. Without deep 
knowledge about the target groups, the whole test might be completely senseless. 
Accordingly, it is a very unusual constellation in which a conventional setup would 
not have the desired success.

After studying and discussing personas and empathy maps in detail, we decided to 
change roles after each screening. This decision was made because our experiences in 
AR and VR methods were seen as helpful for the test settings. Also, more precise and 
differentiated findings were expected. This alternation was very helpful to act and 
discuss on a meta-level. Therefore, discussions not only about one single screening 
were held. Moreover, the complete screening tool was present during all steps of the 
usability test and was evaluated and accessed as a whole product.

6. Documentation and analysis

When it comes to taking notes using a coding scheme, recording several videos 
of the observation, synchronizing all the media created during the usability tests, 
and documenting and presenting the gathered and aggregated data, special usability 
testing software can be very handy. Unfortunately, when using usability software, 
costs emerge most times. If the budget for usability tests is severely limited, and you 
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are familiar with spreadsheet software like Microsoft Excel or something similar, you 
can use that software to design customized observation sheets, which is shown later. 
In the following section, the process of taking videos for documentation and analysis 
purposes will be discussed.

6.1 Interactions in the real world

Depending on the format of documentation, different pieces of hardware, like 
video cameras, microphones, and software (like special screen recorders) are needed. 
If interactions in a real environment are important, digital video cameras can be used. 
If interactions are distributed around in the real environment, a camera that can 
record spherical 360-degree video [34–36] of a whole scene at once might prove to be 
very useful [18].

In our case, we were interested in task completion in the smartphone, tablet, AR, 
and VR applications. It was very important for us to see the connection between tasks 
in the software and interaction in the real environment. Therefore, interactions in the 
real environment were recorded by two cameras facing each other to cover the whole 
test area. Additionally, we recorded spherical 360-degree video with the Ricoh Theta 
Z1 [37]. For each screening, the setting, shown as an example in Figure 6, has to be 
adapted a little bit.

But, recording video in the real world is not enough, when it comes to testing the 
usability of AR and VR scenarios.

6.2 Seeing through the users eyes

To see what users see is essential to understand interactions of users acting in AR 
and VR Applications. In the area of VR applications, screen recording software is 
sufficient most of the time. Hardware like the Oculus Quest 2 allows screen recording 
directly in the menu of the headset [38].

Figure 6. 
Positions of the video hardware for the VR screenings.
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When thinking about AR scenarios, screen recorders reach their limits. Depending 
on the techniques used to superimpose the real world, screen recorders might not be 
able to be used. When working with optical see-through devices like the Microsoft 
Hololens a technique called spectator view comes into account. This technique allows 
us to record not only the virtual objects rendered into the sight of users but rather the 
whole virtual and real environment [39].

In our case, when it comes to interaction with the software, we have used 
Android’s built-in screen recording tool on the therapist tablet computer. This solved 
two problems at once: within this screen recording we can reconstruct when which 
button was pressed by the therapist. As well, due to the fact that the therapist sees 
inside the tablet software exactly what the client sees, the view through the user’s eyes 
is also recorded without any further screen recording software.

After the usability tests, the video material of all cameras must be synchronized 
and put together in a single video (Figure 7). A situation where this is not possible is 
with spherical 360-degree videos. They need special players to be shown most times. 
Synchronization of traditional recorded videos and screen videos works well with simple 
audio signals like clapping hands several times. Therefore, the microphones for each 
video camera and the ones connected to screen recorders must be activated. The step of 
synchronization should be done, to have one single video stream to have a look at, when 
the notes, which are going to be described in the next section, show interesting behavior.

6.3 Notes and codes

Before taking notes, a coding scheme should be created. As a coding scheme, we 
usually see a short description (1 or 2 words) or title to help to categorize all possible 
different findings during the usability observation. It can be very helpful to discuss 

Figure 7. 
All video-streams combined.



Updates on Software Usability

18

Figure 9. 
Automatic creation of timestamps.

Figure 8. 
Suggested use of excel spreadsheet for observations.



19

Usability Testing of Mixed Reality Scenarios: A Hands-on Report
DOI: http://dx.doi.org/10.5772/intechopen.107792

these codes with the development and usability team. Here, a pre-test is essential, to 
test and alter the coding scheme if necessary. Most times it is necessary.

The structure illustrated in Figure 8 was very helpful for us. In column A the time 
of day was entered automatically when the code of the observed item was entered 
in the cell in column C. As well, based on the start time of the observation (cell A9) 
the corresponding timecode was calculated and entered automatically in the cor-
responding cell in column B. How to accomplish these two calculations in Microsoft 
Excel (Version 16.62 for Macintosh computers) is shown in Figure 9. The Timecode is 
extremely important when it comes to analyzing the video recordings. As mentioned 
in the section about the documentation using video an acoustic signal can be used to 
synchronize the recordings. At the moment of this signal, the first code (code START) 
has to be entered in column C9. From now on, the timecode of the observations is 
exactly the same as the timecode of the documentation of the video recordings.

If the calculations are not executed immediately after entering the code in column 
C, open Excel preferences and set in the menu calculation the calculation option to 
automatic. The option “Use iterative calculation” should be activated too. Otherwise, 
a warning about circular references might prohibit entering values. The appropriate 
setting for both options is illustrated in Figure 10.

7. Conclusions

Analyzing usability is a challenging task, whether the item to test is a traditional 
desktop application or a hardware-intensive MR scenario. Traditional usability meth-
ods, like the ones presented in this chapter, are useful and established. So, also for 
new purposes like AR, VR, and MR the traditional methodologies can be very helpful, 
at least as a starting point for research on new methods or to alter traditional methods 
to fit the items to test.

Furthermore, seeing through the user’s eyes has a tremendous impact on usability 
studies, when it comes to testing usability of AR, VR, and MR applications and sce-
narios. We were sure that it is crucial for the whole project, that therapists can exactly 

Figure 10. 
Calculation options.
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see what clients see. But, also for the analysis of the usability studies, it was extremely 
helpful to watch the screen recording of the tablet software, where the viewport of 
the clients was shown. It assisted us in discussing usability issues with the experts 
after each screening.

In addition to that, we must emphasize, how important it is to inform participants 
during recruiting about the procedure of the usability test and, if applicable, that they 
will be filmed.

Regarding the process of observing a co-discovery, we can strongly recommend 
recruiting at least one observer per participant. The facilitator can take both roles, 
of course, ensuring that one observer is available per participant. The needs of the 
participants can, in this manner, be handled easier and observation results may be 
more detailed.

Last but not least, never underestimate the importance of detailed and lively 
persona descriptions. Combined with empathy maps they are a great tool, to help 
someone to take over the role of users from the target group(s). And, as the usability 
experts stated, empathy maps and personas can be enriched by pictures in the style of 
a mood board.
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