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Chapter

Probabilistic Predictive Modelling
for Complex System Risk
Assessments

Andprey Kostogryzov, Nikolay Makhutov, Andrey Nistratov
and Georgy Reznikov

Abstract

The risks assessment is described by the action of estimating the probability dis-
tribution functions of possible successes or failures of a system during a given predic-
tion period. Typical probabilistic predictive models and methods for solving risks
prediction problems are described, and their classification is given. Priority develop-
ment directions for risks prediction in standard system processes and their imple-
mentation procedures are proposed. The reported examples demonstrate the effects
and interpretation of the predictive results obtained. Notes: 1. System is a combination
of interacting elements organized to achieve one or more stated purposes (according
to ISO/IEC/IEEE 15288 “Systems and software engineering—System life cycle pro-
cesses”). 2. Risk is defined as the effect of uncertainty on objectives considering
consequences. An effect is a deviation from the expected — positive and/or negative
(according to ISO Guide 73).

Keywords: prediction, method, model, probability, risk

1. Introduction

Systems are subject to various risks throughout their life cycles despite their suc-
cessful design and effective operation. That is why mathematics and system perfor-
mance prediction have been closely interrelated since the ancient times. There is no
doubt in the design and the maintenance of the world-famous wonders, astonish
modern man. The preservation of these wonders was entirely based on predictive
methods using existing mathematical approaches by that time. With the advent of
probability theory, this relationship has become even closer. Currently, various clas-
sical mathematics and probabilistic methods are often used to solve complex engi-
neering problems.

If for the layman probability is still associated with divination on daisies, then for
specialists these methods have long become powerful tools in predicting success or
failure, proactive management, and achieving the desired effects. Risk predictive
assessments are practiced in various industrial sectors, for example, fuel and energy,
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Time Series Analysis - New Insights

pharmaceutical, mining, metallurgical, chemical, communication and information,
dispatch centers, etc. [1-32]. Hundreds of universities and other scientific
organizations are involved in probabilistic research activities connected to risk pre-
diction. By now it is possible to clearly trace the activities chain in a predictive
approach: “From uncertainties formalization — to probabilistic modelling”, “From
probabilistic modelling — to reasonable control”, “From reasonable control — to
achievable effects” and “From achievable effects —to sustainable harmony”. It means
that predictive probabilistic concepts meet the main analytical challenges in the
eternal aspirations to go from uncertainties formalization” to “sustainable harmony”,
see Figure 1.

Thousands of mathematicians are currently involved in risk prediction R&D
activities. It is unfortunately impossible to mention all the running developments.
This chapter will focus on:

* some generalizations and thoughts regarding the variety of the existing risk
prediction probabilistic approaches;

* the formulation of the goals and objectives of the probabilistic methods
throughout the life cycle of various systems;

WONDERS OF THE WORLD AS EXAMPLES ?M\\),
OF RETROSPECTIVE PREDICTIVE METHODS 7 Fromachievable =~ = —
2, =¥,  effects— 7

)~ From reasonable
control —
to achievable
effects

probabilistic
modeling —
to reasonable
control

uncertainties
formalization —
to probabilistic
modeling

Figure 1.
The eternal aspivations: “From uncertainties formalization—to sustainable harmony.”
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* the description of the general risk prediction probabilistic approach;

* the essence of the probabilistic concepts considering the acceptable risk notion;
* some original probabilistic models;

* the analytical methods of risks integrating for standard processes;

* some optimization problem statements for rational proactive actions;

* some examples of practical applications (illustrating some scientific and technical
possibilities for solving real engineering problems);

* the expected achievable effects.

2. Goals and objectives
In general, risk prediction is associated with the achievement of pragmatic goals
and solving the analytical problems of systems rational concept (conceptual design),

development, utilization, and support. Pragmatic system goals may be:

* improving the efficiency of the implementation of the state and/or corporate
strategy in the economy;

* improving the safety and sustainability of the region’s development,
ensuring socio-economic, pharmaceutical, medical, and biological safety of the

region;

* ensuring the protection of the population and territories from natural and man-
made risks, etc.

In turn, the following objectives require risk predictive capabilities:
* to predict the mean residual time before the next operational abnormality;

* to ensure the effective operation and development of complex engineering,
energy, transport, and communication systems;

* to ensure the security of critical infrastructure, information, and information-
psychological security;

* to ensure energy and industrial safety, technical diagnostics and resource
management for critical facilities and systems;

* to ensure the safety of railway, aviation and water transport;
* to develop critical technologies (for example, information and cognitive

technologies; energy technologies of the future; technologies for monitoring and
predicting the state of the environment and equipment; technologies for
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exploration and development of mineral deposits and their extraction; and
technologies for preventing and eliminating natural and technogenic hazards), etc.
A review of the numerous existing mathematical approaches allows us to make the
following generalization —the main goals of applying probabilistic prediction are
connected with (see Figure 2):
* an analysis of opportunities, achievable quality, safety and efficiency;
* arationale for achieving desirable characteristics and acceptable conditions;
* an optimization of systems performance and processes;
* exploring new ideas and innovative concepts.
The enlarged classification of methods, using the probabilistic risk predictive

models (including the proposed models), is presented in Table 1. These methods are
used for solving various objectives during system life cycle.

Estimation of challenges and ¥ \ )
risks. Prediction of reliability, \ P
safety, quality of system =&
operation, effectiveness and —r Yl
efficiency (on real data). J\)\J
Optimization. Planning.
» Rationale of improvement

LR

=5 System analysis of feasibility.

\ ; Estimation of technical V)
@ System analysis ) . A 7
:\ _~ of expected usefulness . solutions and risks. -
/} —2> and profits. Studying Predl(_;tlon of reliability, sa_fety, o =
4 of conceptual design. , quality of system operation, > J\P"

) | effectiveness and efficiency
(on possible data).
Optization

Rationale of system
requirements

Figure 2.
Generalization of goals and objectives throughout the system’s life cycle that require risk probabilistic-predictive
models.
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Stages in life cycle (see, for example, ISO/
IEC/IEEE 15288). The problems which are
due to be solved by risks prediction

Methods, connected with:

an analysis of opportunities,
achievable quality, safety,
efficiency

a rationale of achieving desirable

characteristics and acceptable
conditions

optimization of systems
and processes

finding and researching of new ideas and
concepts

Concept stage. Problems connected with a
system analysis of expected usefulness and
profits, studying of system creation, the
rationale of system requirements and
acceptable conditions

Methods for estimating critical
measures. Methods for
probabilistic risk prediction

Methods for estimating critical
measures. Methods for
probabilistic risk prediction

Methods for
optimization,
considering risks
prediction

Methods to analyze possible effects.
Methods for probabilistic risk prediction.

Development stage. The problems connected
with a system analysis of feasibility, the
estimations of technical solutions and risks,
the prediction of reliability, safety, a quality
of system operation, effectiveness and
efficiency (on possible data), optimization

Measurements. Methods for
estimating critical measures.
Methods for probabilistic risk
prediction

Measurements. Methods for
estimating critical measures.
Methods for probabilistic risk
prediction

Methods for
optimization,
considering risks
prediction

Methods to analyze possible effects.
Methods for probabilistic risk prediction.

Production stage. The problems connected
with an estimation of challenges and risks,
the prediction of reliability, safety, quality of
system operation, effectiveness and
efficiency (on real data), optimization,
planning, rationales for improvement

Measurements. Methods for
estimating critical measures

Measurements. Methods for
estimating critical measures

Methods for production
optimization,
considering risks
prediction

Methods for estimating critical measures.

Utilization stage. The problems connected
with an estimation of challenges and risks,
the prediction of reliability, safety, a quality
of system operation, effectiveness and
efficiency (on real and possible data),
optimization, planning, rationale of
improvement

Measurements. Methods for
estimating critical measures.
Methods for probabilistic risk
prediction

Measurements. Methods for
estimating critical measures.
Methods for probabilistic risk
prediction

Methods for
optimization,
considering risks
prediction

Methods to analyze possible effects.
Methods for estimating critical measures.
Methods for probabilistic risk prediction.

Support and retirement stages. The problems
connected with an estimation of challenges
and risks, the predicting of reliability, safety,
quality of system operation, effectiveness
and efficiency (on real and possible data),
optimization, planning, rationale of
improvement (in part concerning)

Measurements. Methods for
estimating critical measures.
Methods for probabilistic risk
prediction

Measurements. Methods for
estimating critical measures.
Methods for probabilistic risk
prediction

Methods for
optimization,
considering risks
prediction

Methods for estimating critical measures.
Methods for probabilistic risk prediction

Table 1.
The enlarged classification of methods, using risk probabilistic-predictive models.
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3. Conceptual probabilistic-predictive approach

The solution of problems in the system life cycle [6-8, 9, 14] is considered by the
example of a complex system, designated as (S-N-T)-system and covering: social
sphere S (person, society, state and world community); natural sphere N (earth and
space); techno-sphere T (man-made infrastructures and life support facilities).

In general, solving problems using a probabilistic-predictive approach includes:

* obtaining new knowledge about the fundamental laws of the operation and
development of (S-N-T)-system in time and defining the probabilistic
expressions and their parameters;

* formation of specific goals, concepts, and conditions in the system life cycle
(with the construction of fault trees and event trees, as well as risk matrices for
infrastructures and facilities), operation (including quality assurance, safety,
efficiency) and development and their integration (taking into account certain
priorities) for each of these areas (S, N, T) and (S-N-T)-system as a whole;

* rationalizing and building scientifically based predictions of the (S-N-T)-system
development, as well as each of the constituent spheres (S, N, T), to achieve
certain goals during the life cycle and to retain the critical parameters and
measures within acceptable limits;

* rationalizing means, methods, and technologies for sustainable development of
the (S-N-T)-system based on new knowledge and reasonable predictions;

* planning of rational (S-N-T)-system process management taking into account
feedbacks;

e practical implementation and control (on-line and off-line) of the predictions
and plans fulfillment for the operation and sustainable development of the
(S-N-T) system, taking into account social, natural, and man-made hazard-
exposure uncertainties.

When planning and implementing these actions, the following should be taken
into account:

* the complexity and uncertainty of (S-N-T)-system probabilistic-predictive
models, many challenges and threats leading to a deterioration of the system
integrity, the effects of damaging factors, and the decrease in the survivability of
the system;

* the time dependence of interrelations between spheres and components of the
system, subsystems and significant elements, vulnerabilities and admissible
limits for the (S-N-T)-system states in the conditions of possible challenges and
threats;

* the need to categorize and classify (S-N-T)-system according to the level of
importance and criticality in order to achieve goals throughout the life cycle and
to retain critical parameters and measures within acceptable limits.
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The random time variables 7 considered in the predicted risk R(z, t) does simulta-
neously take into account the probabilities P(z, ¢) of the threats’ occurrence and
activation, and also the associated damages U(r, t). For example, the random time
variable 7 may be defined as the time between successive losses of element integrity
(see details in sections 4 and 5). Here the prediction period t (which in general is also
subject to justification) is dependent on the basic measures, designed to characterize
the uncertainties and complexity of (S-N-T)-system, and conditions for solving the
analytical problems.

The source of risks regarding the (S-N-T) system has been and remains: human
(human factor); nature with its own range of threats; and techno-sphere with its
inherent hazards. They are the determinants of the reliability (including aging and
degradation of technical means), other quality measures (including the quality of the
information used), and the safety and efficiency of the system. This makes it possible
to determine risk as functionals:

R(z,t) = F{P(z, t), U, t)} = F{Rs(z, t), Rn(z, t), Rp(z, )},

In practice, risks are estimated by the dimensionless probability of an elementary
event during a period of time, comparing possible damage to it, or by the probabilistic
expectation of damage (as the probabilistic multiplication of the possible damage on
the probability of damage), or by the frequency of damage, etc. In turn, the magni-
tude of damages can be estimated in economic indicators (financial), areas of con-
tamination, losses in case of accidents, etc.

For example, formalization of such limitations may be presented as follows:

R(z,t) <Radm(z, t),Radm(z, t)>0.

Then a safety S(z, t) for (S-N-T)-system can be expressed in terms of risks:
S(z, t) <Radm(z, t) — R(z, t). Safety is maintained if and only if S(z, t) > 0.

To ensure that the quality, safety and sustainable development of the (S-N-T)-
system are in the acceptable risk zones. Thus, it is necessary to implement a set of
actions with the economic costs expected to reduce risks to an acceptable level.

Examples of the applicability of this approach are proved in many industrial
sectors such as nuclear, thermal and hydraulic power plants; the largest installations of
oil and gas chemistry; the unique space station, aviation, sea and land transport; large-
scale offshore energy resources development facilities [7], etc.

4. The essence of probabilistic concepts

The risk predictive approaches, used by system analysts, are based on classical
probability theory. Generally, a probabilistic space (£2, B, P) should be created per
system (see for example [1-6, 9-14]), where: £ - is a finite space of elementary
events; B — is a class of subspaces in £ -space with the properties of 5-algebra; P —is a
probability measure on a space of elementary events £2. Because 2 = {w;,} is finite,
there is enough to establish a correspondence w;, — p, = P(®| 2| k|) in which p, >0
and ) ,p,, = 1. Briefly, the initial formulas in mathematical form for original models
(which are used in practice) are given in Appendices A and B.

Note. Some cases of a limited space of elementary events see in Section 6. The
results of modelling are related only to introduced elementary events and specific
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interpretation, the results of the probabilistic prediction can not describe future exact
events (place, time and other detailed characteristics).

The next interconnected concepts 1—7 are proposed for probabilistic predictive
modelling.

Concept 1 is concerning the probability distribution function (PDF) P(z <t) (see
for example [1-6, 9-14] etc.) for a continuous random variable of time 7. P(r <t) is a
non-decreasing function P(¢) whose value for a given point >0 can be interpreted as
the probability that the value of the random variable 7 is less or equal to the given time
t. Regarding risk prediction, the given time t indicates the prediction period. Addi-
tionally, P(¢t) = 0 for t <0, and P(t) — 1 for ¢ — . From a decision-making stand-
point, the problem is to determine the probability of system “success” and/or
“unsuccess” during the given prediction period T, (for example, a risk of “failure”
considering consequences). This probability is a value for a point t = T),,, and a PDF is
due to be built for modelling the system’s operational states with the time.

Concept 2. The processes, connected with data processing should provide the
required system operational quality (because the system performs functions by logical
reasoning based on data processing). The corresponding probabilistic methods should
be appropriate for the assessment of the quality of the used information [6-8, 9-

14, 28-31].

Concept 3. The PDF should establish the analytical dependence between the input
parameters to allow solving direct and inverse problems necessary for the rational
management of the system operation. For example, the PDF P(t) describing the
random time T between successive losses of integrity of a system may be an analytical
exponential approximation of a simple system element, i.e. P(t) =1 — exp (—4t),
where 1 is the frequency of failures (losses of element integrity per unit of time). At the
same time, the frequency of failures may be considered as a sum of frequencies of
different types of failures because of various specific failure reasons—for example,
failure from equipment 44, or from natural threats 1,, or from “human factor” A; and so
on. For this use case, PDF may be presented as P(t) =1 — exp [—(l1 + 1 + 43+ ... )t],
if and only if all the implied failures are independent. Then if the PDF P(t) is built
in dependence on different parameters and if an admissible probability level for
acceptable risk is given then the inverse problem may be solved analytically—see also
Section 7.

Notes. 1 System integrity is defined as such system state when system purposes are
achieved with the required quality. 2. The rationale for exponential approximation
choice in practice see for example in [6, 9, 14, 28-31].

Concept 4. Acceptable adequacy must be ensured. It means the consideration of
several essential system parameters on which “success” or “failure” of the system
operation is dependent. For example, today the way for risks prediction based on only
one parameter — frequency of failures A — is common. For this case, the exponential
PDF can be used—see Figure 3. But the required acceptable adequacy is not always
proven.

For exponential approximation the frequency of failures A is connected with the
hypothesis: “No failures during the given time with a probability less than the
given admissible probability P,;,,>0". This is always the case if the failure fre-

quency is constant with time. For this case, the given prediction time must be no
more than t,.; = 1/A44m, here Ay, = M That may not be often an accurate
req

engineering estimation because many systems’ capabilities and operation condi-
tions are ignored [9, 14]. In Figure 3, this case is explained on the timeline. For
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Figure 3.

Probabilistic visk, approximated by a move adequate PDF P(t), in comparison with the existing representation
of exponential PDF (both connected with the same 1), and adwmissible risk, imaginary by exponential PDF,
connected With Aygy,.

different approaches and discussions, devoted to adequacy, see for example the
work in [33]. In that case, the diagnostic approach to evaluate the predictive
performance is based on the paradigm of maximizing the sharpness of the predic-
tive distributions. After calibration, one obtains an assessment and ranking of the
probabilistic predictions of wind speed at the Stateline wind energy centre in the
US Pacific Northwest. In [34], the approach is illustrated by examples connected
with “human factors”. For specific systems, the topic of improving the adequacy of
the prediction will always remain relevant.

Concept 5. A complex system includes subsystems and/or components (system
elements), the probabilistic approach must allow a generation of probabilistic predic-
tive models to predict the system’s operational performance and its dependence on
different uncertainty conditions. In general, predictive models must consider system
complexity, the diagnostics of system’s integrity, the monitoring of the diagnostics,
the recovery from loss integrity of every system component and the quality of the
used information. The adequate PDF must be the output of the probabilistic-
predictive models (see also Appendix A).

Concept 6. The input for the probabilistic-predictive models must be based on real
and other possible data (subjective data, meta-data, etc.) considering the system
operational specifications and the supporting actions. These may be also hypothetical
data for research purposes.

Concept 7. The specific problems of optimization must be solved considering risks
prediction results (including optimization in real time). The given time for prediction
should be defined so to be in real system operation time to allow taking rational
proactive actions.

5. The description of some original probabilistic models

For modelling modern and future systems, taking into account their specifications,
it makes sense to distinguish between the intellectual part, where uncertainties are
associated with information gathering, processing and production for decision-
making, and the technical part, where there is no significant dependence on the high
quality of the current information.

9
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5.1 About system operational information quality

The created models [6-8, 9-14, 28-31] help to implement concepts 1 and 2. In
general, operational information quality is connected with requirements for reliable
and timely producing complete, valid and/or confidential information, if needed. The
gathered information is used for proper system specificity. The abstract view of such
quality is illustrated in Figure 4.

The proposed probabilistic predictive models to assess the information quality are
described in Appendix A. The models cover the predictive measures according to the
abstract information quality metrics in Figure 4. It may be applied for solving prob-
lems connected with decision-making on the base of information gathering,
processing and production.

5.2 About “black box” formalization to predict “failure” risks

The models below help to implement concepts 1, 3 and 4 [6, 9, 14-31]. In general,
successful system operation is connected with counteractions against various system
integrity loss hazards (of social, natural and technogenic origins) throughout system
operation timeline. There are considered two general technologies formalized to
predict “failure” risks. Both technologies are briefly described below.

Technology 1 is based on a periodic diagnostic of system integrity policy. It is
carried out to detect system functional abnormalities or degradations that may result
in a system loss of integrity. The system loss of integrity can be detected only as a
result of diagnostics. Dangerous influence on system is logically acted step-by-step: at
first, a danger source penetrates into system and then after its activation begins to
influence. System integrity can not be lost before penetrated danger source is
activated. A danger is considered to be realized only after danger source has
influenced on system.

Notes: 1. For example, for new steel structures, time before the appearance of
critical erosion from rust can be considered as the source penetration time, activation
time is the time before unacceptable structural damage occurs due to this rust. 2.
Regarding a degradation of technical system the input time of danger source penetra-
tion tends to zero. 3. For special research cases of cyberattacks the term “Loss of
Integrity” may be logically replaced by the term “functional abnormalities™.

Technology 2, additionally to technology 1, implies that system integrity is moni-
tored between diagnostics by operator. An operator may be a man or a special artificial

Used information
(reflecting the potential threats realization)

Non-confidential

Required quality
Due to processing intolerable mistakes
Non-actual

With hidden distortions as a result

Non-produced as a result/ of unauthorized accesses

of system’s unreliability
With hidden virus distortions
Due to random faults of staff and users
Due to random errors missed during checking

Unfirme Incomplete

Figure 4.
The example of abstract information quality in the system.
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Figure 5.
Some accident events for technology 2, left—successful (correct) operation, vight—a lose of integrity during given
time T,

q-

intelligence system or a system of support or their combination. The operator repairs
the system after having detected the loss of integrity hazard—see Figure 5.
Accordingly, the model assumption of operator’s faultless action can do the full
neutralization of the active hazard. Penetration is only possible if an operator makes
an error. A dangerous influence occurs if the danger is activated before the next
diagnostic. Otherwise, the source will be detected and neutralized during the next
diagnostic.

The probability of a successful operation within a given period of time, i.e.
the probability of “success” (P) may be estimated using the models presented in
Appendix B. The risk to lose integrity (R) is an addition to 1 of the probability of
successful operation, i.e. R = 1 — P considering consequences. Damage from the
consequences for the given period is taken into account as an additional characteristic
of the calculated probability.

5.3 Algorithm to generate probabilistic models for complex system

The algorithm helps to implement concepts 1 and 5 for complex systems with
parallel or serial structure [9-31] with the assumption of random variables indepen-
dence. Let us consider the elementary structure for two independent parallel or series
elements. Let us PDF of time between losses of the i-th element integrity is B;(t) =
P(7; <t), then the time between successive integrity losses will be determined as
follows:

1. for a system composed of serial independent elements is equal to the minimum
of the two times 7;: failure of 1st or 2nd elements. The PDF By,(t) is defined by
expression

Buult) = P = [1 - By(t)]+[1 - By (1)} ()

11
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Intellectual
structure 2

Figure 6.
An example of a complex system integrating two sevial complex structures, which also are complex subsystems
(abstraction).

2. for a system composed of parallel independent elements is equal to the maxi-
mum of the two timesz;, i.e. the system goes into the state of integrity loss when
both elements lose integrity. The PDF Byy(z) is

Bys(t) = P = [1— By(t)eBa(t)]. )

Applying expressions (1-2), the PDF of the time interval between successive losses
of integrity for any complex system with parallel and/or serial structure and their
combinations can be built. An example of a complex system integrating two serial
complex subsystems is presented in Figure 6, see also Examples 2—4. For this system
the following interpretation of elementary events is used: complex system integrating
serial components “structures 1 and 2” is in the state of “successful operation” during
a given period T, if during this period component “structure 1” “AND” component
“structure 2” are in the state of “successful operation”. Note that both components are
in their turn complex subsystems including subsystems and components, as well.

6. Risks prediction for standard processes

6.1 About standard processes

All actions in the timeline may be characterized as the performance of some system
processes. The main system processes according to ISO/IEC/IEEE 15288 “System and

12
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software engineering—System life cycle processes” include 30 standard processes—
agreement processes (acquisition and supply processes), organizational project-
enabling processes (life cycle model management, infrastructure management, port-
folio management, human resource management, quality management and knowl-
edge management processes), technical management processes (project planning,
project assessment and control, decision management, risk management, configura-
tion management, information management, measurement and quality assurance
processes), technical processes (business or mission analysis, stakeholder needs and
requirements definition, system requirements definition, architecture definition,
design definition