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Chapter

Multiplicative Data Perturbation
Using Random Rotation Method
Thanveer Jahan

Abstract

Today’s applications rely on large volumes of personal data being collected and
processed regularly. Many unauthorized users try to access this private data. Data
perturbation methods are one among many Privacy Preserving Data Mining (PPDM)
techniques. They play a key role in perturbing confidential data. The research work
focuses on developing an efficient data perturbation method using multivariate
dataset which can preserve privacy in a centralized environment and allow publishing
data. To carry out the data perturbation on a multivariate dataset, a Multiplicative
Data Perturbation (MDP) using Random Rotation method is proposed. The results
revealed an efficient multiplicative data perturbation using multivariate datasets
which is resilient to attacks or threats and preserves the privacy in centralized envi-
ronment.

Keywords: privacy, multiplicative data perturbation, random rotation method

1. Introduction

This chapter proposes a Multiplicative Data Perturbation method. It considers
multivariate datasets to perturb using a geometric data perturbation method. Then,
the perturbed data will use Discrete Cosine Transformation between a pair of data
values to determine Euclidean distance. This proposal is clearly elaborated in the
following section.

1.1 Background

Hybrid transformations are used to maintain statistical properties of data as well as
mining utilities [1–3]. The statistical properties of data are mean and variance or
standard deviation without any loss of data. A feasible solution [4] is provided to
optimize the data transformations by maximizing privacy of sensitive attributes. A
combined technique using randomization and geometric transformation is used to
protect sensitive data. A randomized technique is represented as D ¼ Xþ R, where R
is additive noise, X is original data and D is perturbed data. A geometric transforma-
tion is used as a 2D rotation data matrix represented as D0 ¼ R θð Þ � D, where D is the
column vector containing original co-ordinates and D0 is a column vector whose co-
ordinates are rotated clockwise. The above method considered only single attributes as
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sensitive and rest of them as non-sensitive attributes. Data perturbation method using
fuzzy logic and random rotation is proposed [5, 6].

The original data is perturbed using fuzzy based approach (M) and then random
rotation perturbation is used by selecting confidential numerical attributes to get the
transformed data P = M*R, where M is the dataset transformed using fuzzy based
approach and R is the random dataset generated. The distorted data P is released for
clustering analysis and obtained accuracy. The approach compromises in balancing
privacy and accuracy. A hybrid method using SVD and Shearing based data perturba-
tion [7] is proposed to obtain perturbed data. The approach removes the identified
attributes from the dataset. These attributes are normalized using Z-score normaliza-
tion to standardize to the same. Then, the dataset is perturbed using SVD transfor-
mation. Each record of the perturbed dataset is further distorted using a Shear based
data Perturbation method represented as D0 ¼ Dþ ShD ∗Dð Þ, where ShD is the ran-
dom noise and D is the perturbed dataset obtained after SVD transformation.

The results show higher privacy is attained on hybrid methods when compared to
single data perturbation methods. A hybrid technique [7, 8] based on Walsh-
Hadamard Transformation (WHT) and Rotation is proposed. The Euclidean distance
preserving transformation using Walsh-Hadamard (Hn) given below to generate
orthogonal matrix to preserve statistical properties of the original dataset.

Hn ¼ ⊗
D
i¼n H2 ¼

H2 ⊗H2⋯⊗H2

n
(1)

where H2 is
1 1

1 �1

� �

is a matrix and denotes the tensor or Kronecker product.

Then, Rotation transformation is applied to preserve the distance between the data
points. The perturbed data preserves distance between data records and maintain
accuracy using classifiers. The method is limited to numerical attributes and can be
extended to categorical attributes. A hybrid approach for data transformation is pro-
posed by Manikandan et al. [9] to sanitize data and normalize the data using min-max
normalization [10]. The approach transforms original data maintaining inter-relative
distance among the data. Clustering analysis shows that the numbers of clusters in
original data are similar to modified data. Another approach is used to modify the
original data to preserve privacy with the help of inter-relative distance on categorical
data is proposed [2].

The categorical data is converted into binary data and is transformed using geo-
metric transformation. Then the clustering algorithm is used for analysis and the
results for better data utilization as well as privacy preservation. The multiplicative
noise is generated using random numbers with mean as 1 and is multiplied by the
original data value. A random number with a short Gaussian distribution is calculated
with mean as 0 and a small variance. Geetha Mary A et al. [11] proposed a non-
additive method of perturbation by randomization and data is generated based on
intervals on the level of privacy specified by a user. A random number is generated
that is either added or multiplied with the data to generate a random modified data.
The perturbed data is classified and measures using metrics.

The condensation approach is presented by Agrawal and Yui [12] for a
multidimensional perturbation technique to provide privacy for multiple columns
using covariance matrix. The approach was weak in protecting data privacy. Rotation
perturbation was used for privacy preserving data classification [13]. Rotation pertur-
bations are task specific and aim to have better balance between loss of information
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and loss of privacy. Multiplicative data perturbations include three types of perturba-
tion techniques such as: Rotation Perturbation, Projection Perturbation and Geometric
Data Perturbation.

A Rotation perturbation framework was adopted in privacy preserving data classi-
fication [14]. It is defined as G Xð Þ ¼ RX where R is randomly generated rotation
matrix and X is the original data. The benefit and weakness of this method is distance
preservation and is prone to distance inference attacks. These attacks are addressed
[15–17]. Chen et al. [14] proposed an improved version on resilience towards attacks.
Oliveria et al. [17] proposed a scaling transformation along with random rotation in
privacy preserving clustering.

A Random Projection perturbation is proposed [13, 18] to project a set of points
from the original multidimensional space to another randomly chosen space. This
resulted with an approximate model quality. A random projection matrix is used in
privacy preserving data mining to enable an individual to choose their privacy levels.

An ideal data perturbation [19] aim with a balance tradeoff of minimizing infor-
mation loss and privacy loss. However these are not balanced in the existing algo-
rithms. Compared with the existing approaches in privacy preserving data mining,
Geometric data Perturbation have significantly reduced these overcome [20].

A Geometric Data Perturbation is a sequence of random geometric transformation
including multiplicative transformation (R), Translation Transformation (T) and
Distance Perturbation (DP) [21, 22].

Xð Þ ¼ R Xð Þ þ TþDT (2)

The approach has two unique characteristics. The first characteristic is to perturb
the original data with geometric rotation, translation and identify rotation invariant
classifiers as given in above. The second characteristic is to build privacy model by
evaluating the privacy quality of perturbation method. The privacy model generated
is used to analyze the attacks, such as, Naives and ICA-based reconstruction. The
quality of data perturbation approach is determined by the quality of privacy pre-
served. It is the difficulty level in estimating the original data from perturbed ones
such estimations are named as inference attacks. The attacks are categorized into three
categories such as: Naives Inference, Reconstruction based inference and distance
based inference. A statistical method based inference to estimate original data from
perturbed named as Naives inference attack was proposed [23]. It is represented as
O=P, where O is the observed data and P is the perturbed data. Reconstructing the
data with perturbed and released information from data is presented. Reconstruction
based attacks also called as Independent Component Analysis (ICA) [24, 25]. It is
represented as, O = E�1 P, where E�1 is the estimation of released information of data
and P is the perturbed data. Identifying the images and some relevant information of
data using outliers to discover the perturbation is distance based attacks. It is
represented as O = E�1P, where E�1 is the mapping to estimate and P is the perturbed
data. The higher the inference the more the original data is protected and preserved
such that attacker cannot break the perturbation. The above attacks are analyzed with
a privacy model with privacy guarantee [26]. It had failed to avoid outlier attack. The
existing data perturbation techniques have contradiction between data privacy metric
and mining utility [27, 28]. The multiplicative data perturbations will maximize the
two levels i.e. data privacy and mining utility. The multiplicative data perturbation
shows challenging features to improve data privacy during mining process as well as
to preserve the model specific information.
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In this chapter a survey is presented on privacy preserving data mining to protect
confidential data. The drawbacks of the above existing data perturbation methods
have made us to resolve the issues with balanced factors, such as, data privacy and
data utility. The challenges in preserving privacy using multiplicative data perturba-
tion have been given a new direction in this research study.

2. Proposed method

The proposed Multiplicative Data Perturbation (MDP) is shown at Figure 1 as a
block diagram.

The above block diagram considers the original dataset and deals with it in two
stages. In the first stage, the original dataset is perturbed using geometric data per-
turbation. The geometric data perturbation generates a distorted dataset. This
distorted dataset is further perturbed using Discrete Cosine Transformation in the
second stage to finally generate a distorted dataset. The process of generating a
distorted dataset using a geometric data perturbation comprises three steps. At the
first step a random dataset is created using random values as in the original dataset.
This random dataset is rotated counter clockwise and then multiplied with the original
dataset. The resultant dataset obtained the above step is transposed in the second step,
that is, Translation Transformation. This Transposed dataset is added with an additive
noise in the third step to obtain a distorted dataset. This proposal is an algorithm for
multiplicative data perturbation in the next section.

Figure 1.
Block diagram for multiplicative data perturbation using random rotation method.
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3. Proposed multiplicative data perturbation using random rotation
algorithm

A proposal for multiplicative data perturbation is given in this section. The pseudo
code of the proposed algorithm is listed below.

Algorithm:
Input: A Data Matrix Dp � q.
Output: A Distorted Data matrices D4, D5.
Begin.
Step 1: Create a Random data matrix R with p rows and q column and Rotate the

random data matrix as Rq � p//counter clock wise Rotation by 90°.
Step 2: Construct the data matrix Xp � q using Rq � p and Dp � q data matrices as:

Xq�q ¼ Rq�p ∗Dp�q//Multiplicative Transformation.
Step 3: Create another random data matrix X1p � q with p rows, q columns with

mean as 0 and standard deviation as 1.
Step 4: Construct the distorted data matrix D4p � q using Xp � q, Transpose of R

and X1p � q data matrices as:

D4 ¼ Xþ RT þ X1//Geometric data Perturbation Step 5: Call function DCT
(D4p � q:D5p � q)//Discrete cosine transformation.

Step 6: The resultant distorted data matrix D5p � q is output,
End.

Function DCT (D4p � q:D5p � q)//Function for Discrete Cosine Transformation.
Input: A data matrix D4p � q Output: A data matrix D5p � q

Begin.
Step 1: Copy the data matrix D4 to a data matrix D5//alias
Step 2: For i = 1 to q.

For k = 1 to q.
If k = 1 then

D4 i½ � ¼ 1=
ffiffi

i
p

∗X2 ið Þ ∗ cos 3:14 ∗ 2þ 1ð Þ=2ið Þð Þ
� �

Else

D5 i½ � ¼
ffiffiffi

2
p

=i ∗X2 ið Þ ∗ cos 3:14 ∗ 2þ 1ð Þ=2ið Þð Þ
� �

End if
End For

Construct D5 data matrix and return as parameter.
End

The algorithm accepts the data matrix Dp � q with p rows and q columns as input.
It creates a random data matrix R with p rows and q columns having random values as
elements. This random data matrix R is rotated counter clockwise by 90° and then
multiplied with data matrix Dp � q. The data matrix that results is named as data
matrix Xp � q. Create another random data matrix X1 with p rows, q columns such that
its mean is 0 and standard deviation is 1. Now, construct the distorted data matrix D4
adding the data matrices X, RT and X1. This data matrix D4 is passed as a parameter to
the called function DCT(). The predefined conditions are checked and data matrix D5
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is updated. This data matrix D5 after completely updated is an output of the
algorithm. The time complexity of the proposed MDP algorithm is found to be O(n),
where n is the dimension of the dataset.

The process of updating D5 is explained with the help of an example stated below:

Example 1.1: Consider a data matrix Dp � q =
4 2 2

1 1 1

� �

where p = 2 and q = 3.

At Step 1, create a random data matrix R2 � 3 as given below:

R ¼
�0:3034 �0:7873 �1:1471

0:2939 0:8884 �1:0689

� �

and rotate R counter clockwise by 90° as

given below:

R3�2 ¼
�1:1471 �1:0689

�0:7873 0:8884

�0:3034 0:2939

2

6

4

3

7

5

At step 2, construct the data matrix X = D2 � 3 * R3 � 2 is given as below:

X ¼
�6:4664 �2:2049

�2:2378 0:1134

� �

At step 3, create another random data matrix X1 with 2 rows and 3 columns such
that the mean is 0 and the standard deviation is 1.

X1 ¼
�6:4664 1:4384 �0:7549

�2:9443 0:3252 1:3703

� �

At step 4, construct the distorted data matrix D4 = X + RT+ X1 as given as: D4 ¼

�3:1036 �0:1362 �1:3618

�5:0820 2:1020 1:980:

� �

At step 5, the function call DCT (D4:D5) where

DCT kð Þ ¼ f kð Þ
Xq

k¼1
D4 qð Þ cos 2kþ 1ð Þiπ=2q½ � k ¼ 1,2⋯q; i ¼ 1⋯p (3)

where

f kð Þ ¼

1
ffiffiffi

q
p k ¼ 1

ffiffiffi

2
p

q
2≤ k≤ q

8

>

>

>

<

>

>

>

:

Let k = 1, q = 1, f kð Þ ¼ 1
ffiffi

q
p :, then f(1) = 1, substituting the values in the Eq. (3)

Dct 1ð Þ ¼ 1 ∗ � 3:1036 ∗ cos 3 ∗ 3:14=2½ � ¼ �5:7881

Let k = 2, q = 1, f 2ð Þ ¼
ffiffi

2
q

q

, then f(2) = 1, substituting the above values in Eq. (3)

DCT 2ð Þ ¼ 1 ∗ � 0:1362 ∗ cos 2 ∗ 2ð Þ ∗ 3:14=2 ∗ 2½ � ¼ 1:3900
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Similarly, the remaining data values of D4 are calculated to form a D5 data matrix
as given below:

D5 ¼
�5:7881 1:3900 0:4371

1:3989 �1:5826 �2:3630

� �

The constructed data matrix D5 is the output.

4. Implementation

The proposed algorithm that was discussed in the previous section is implemented
in MatLab. Its source code is included. The details of implementation are furnished in
this section.

The implementation utilizes the built in functions available in MatLab such as load
(), size(), randn(), rot90(), dct() and normrnd(). First, a load() built-in function is
used to read a data into a data matrix D. The size() function is employed to retrieve
the number of rows and columns. The function randn() is used to generate a random
matrix R where the size is similar to data matrix D. The data matrix R is rotated using
built in function available, namely rot90(). Then, to form a data matrix X, the data
matrice R is multiplied by D data matrix. Next, normrnd() is called to generate a data
matrix X1 having the mean as 0, the standard deviation as 1 and the size as similar to
data matrix D. The distorted data matrix D4 is constructed by adding three data
matrices, X1, RT and X2. Finally, the function DCT() is employed on distorted data
matrix D4 to obtain the resultant distorted data matrix D5.

5. Experimentation

The Experimentation was conducted using desktop computer system loaded with
windows XP Operating system, MatLab and Tanagra data mining tool. The experi-
mental details are elaborated in this section. The experimentation begins with the
original dataset D is given as input to the proposed MDP algorithm to obtain the
distorted dataset D4 and D5. Then, the original dataset D and distorted datasets D4
and D5 are uploaded into Tanagra data mining tool after appending a class attribute.
These uploaded datasets are classified using classification utility available within
Tanagra data mining tool. The results of classification are analyzed thereafter.

Similarly the datasets are clustered using clustering utilities available in them. The
results of clustering are also analyzed and furnished at Section 6.6 under Results and
Analysis. Unified column privacy metric to analyze possibility of attacks is also
discussed in this section. But, their calculation is shown in section Results and Analy-
sis. The datasets of Credit Approval, Haber-Man, Tic-Tac-toe and Diabetes are used in
this experimentation. The details of Credit Approval dataset used in this experiment is
furnished here and the rest of the datasets are furnished.

A Real Time Multivariate dataset, namely, Credit Approval, is downloaded from
website UCI Machine Learning Repository. The details are shown at Table 1. There-
fore the original dataset used in the experimentation is a Credit Approval dataset. It
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comprises 690 rows/tuples and 15 columns/attributes including one target/class attri-
bute.

A sample list of the original dataset D with 5 rows and 14 attributes is shown at
Table 2.

The process in the experiment is explained as below:
First, a dataset named creditapproval.txt is loaded into X data matrix with the help

of load() method. Next, the size() method on X data matrix determines the number of
rows p as 690 and the number of columns q as 14. The data matrix is now named
Dp � q. Then, a built- in function randn(p, q) is used to create a random data matrix R.
The random data matrix R is rotated with the help of built-in function rot90(). The
data matrix X is constructed using data matrix R multiplied by data matrix D. The
built in function normrnd(0,1, p, q) is used to create another random data matrix X1
with p rows, q columns, such that its mean is 0 and standard deviation is 1. Construct
the distorted data matrix D4 by adding three data matrices X, RT(transpose of R), X1.
The distorted data matrix D4 is given as parameter to function DCT(D4) and it
returns the final distorted data matrix D5 as output. When the above process is
executed in experimentation it outputs a distorted datasets D4 and D5.

6. Results and analysis

The distorted datasets D4 and D5 together with the original dataset D, respectively
are appended with a class attribute, YES or NO. The original dataset D after appending
with a class attribute is shown at Table 3.

Similarly the distorted datasets D4 and D5 are also appended with a class attribute
and furnished at section 6.6 as part of Results and Analysis. The above mentioned
datasets D, D4 and D5 are uploaded into Tanagra data mining tool. First, classification
utility is used on the dataset D and distorted datasets D4, D5. It divides the attributes
into two categories, non-class attributes and class attribute. These two categories can
be two inputs to the classifier chosen from the available ones.

Dataset Size Description

Credit Approval 690 rows & 15

columns

It consists of information of customers details concerned with

credit card applications

Table 1.
Details of credit approval dataset.

A1 A2 A3 A4 A5 A6 A7 A8 A9 A10 A11 A12 A13 A14

1 22.08 11.46 2 4 4 1.585 0 0 0 1 2 100 1213

0 22.67 7 2 8 4 0.165 0 0 0 0 2 160 1

0 29.58 1.75 1 4 4 1.25 0 0 0 1 2 280 1

0 21.67 11.5 1 5 3 0 1 1 11 1 2 0 1

1 20.17 8.17 2 6 4 1.96 1 1 14 0 2 60 159

Table 2.
A credit approval original dataset D.
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Suppose we select SVM (Support Vector Machine) as classifier, then, it classifies
the datasets D, D4 and D5 based on class attribute into either credit card either
approved or rejected. Such results are furnished at Section 6.6 under Results and
Analysis. Similarly, the experimentation is repeated with Iterative Dichotomizer 3
(ID3), (Successor of ID3) C4.5, KNN (k-Nearest Neighbor) and MLP (Multi Layer
Perceptron) classifiers.

The results of those experiments are furnished at Section 6.6. A Clustering utility
available in Tanagra data mining tool is used to cluster the original dataset D and
distorted datasets D4 and D5. Non- class attributes are considered and given as input
to k-mean clustering method. As a result, categories of clusters are formed.

A unified column metric, Root Mean Square Error (RSME) is used to evaluate
inference attacks. It is calculated using Eq. (3) as given below:

RSME rð Þ ¼
ffiffiffi

1

q

s

Xq

i¼1
D� Pð Þ2 (4)

where D ¼ d1,d2⋯dq are the original dataset values, P ¼ p1,p2⋯pq are the

perturbed dataset values and q is number of columns.
Then, privacy D, Pð Þ ¼ 4σ

2r ¼ r
2 (if standard deviation σ = 1). The attacks

used are:
Naives inference is calculated as given in Eq. (4), where D is the original data and

P = E (E is estimated or Random dataset).
Reconstruction inference is calculated as given in Eq. (4), where D is the original

dataset and the Perturbed dataset

P ¼ E�1
∗P: (5)

Distance based inference is calculated as given in Eq. (5), where D is the original
dataset and P = P0 (P0 is mapped set of points of Perturbed dataset P).

The calculations of these metrics are furnished at Section 7 under Results and Analysis.

7. Results and analysis

The results obtained in the above experiment are presented in this section. The
original dataset D is given as input to the proposed MDP and output distorted dataset
D4 and D5 are presented below at Table 4 and Table 5, respectively.

A1 A2 A3 A4 A5 A6 A7 A8 A9 A10 A11 A12 A13 A14 Class

1 22.08 11.46 2 4 4 1.585 0 0 0 1 2 100 1213 NO

0 22.67 7 2 8 4 0.165 0 0 0 0 2 160 1 NO

0 29.58 1.75 1 4 4 1.25 0 0 0 1 2 280 1 NO

0 21.67 11.5 1 5 3 0 1 1 11 1 2 0 1 YES

1 20.17 8.17 2 6 4 1.96 1 1 14 0 2 60 159 YES

Table 3.
A credit approval original dataset with class attribute.
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When SVM classifier is used on D, D4 and D5 datasets, the following observations
are made and the same are presented at Table 6.

In the above Table 4, the first column presents the original dataset D and the
distorted datasets D4 and D5. The number of tuples in the datasets considered for
experimenting can be seen in the second column. The third column displays the
number of training tuples classified for credit card approved as YES. The number of
support vectors available is furnished in the fourth column. Fifth column reveals the
error rate of SVM classifier. The computation time is tabulated at last column.

Similarly, when ID3 and C4.5 classifiers are used on D, D4 and D5 datasets the
results are tabulated at Tables 7 and 8.

In the above Tables 7 and 8, the first column presents the dataset D and distorted
dataset D4 and D5. The number of tuples in the datasets considered for experimenting
can be seen in the second column. The third column displays the number of training
tuples belonging to credit card approved as YES. A tree having number of nodes and
leaves is furnished in the fourth column. Fifth column reveals the error rate of the ID3
and C4.5 classifiers, respectively. The computation time is tabulated at last column.

A1 A2 A3 A4 A5 A6 A7 A8 A9 A10 A11 A12 A13 A14

7.2 15.69 14.65 5.3 18.7 9.8 2.57 �11.5 1.97 21.4 10.18 8.44 94.11 1.22

2.7 31.43 4.313 0.7 14.2 4.0 4.99 1.4 �6.69 4.77 �8.25 9.66 157.6 3.98

1.3 30.06 �13.5 17.8 3.13 22.0 �6.14 �4.23 5.28 �6.39 2.14 6.61 259.3 �2.37

9.7 26.01 9.224 �4.4 7.82 �10.3 �7.82 16.13 �10.2 1.78 13.12 �2.16 7.82 7.38

2.1 2.033 �9.22 �0.5 22.2 6.95 �0.10 2.54 �6.28 12.6 0.05 5.964 57.78 159.9

Table 4.
A credit approval distorted dataset D4.

A1 A2 A3 A4 A5 A6 A7 A8 A9 A10 A11 A12 A13 A14

26.9 822. 111.6 43.7 19.6 108. 46.0 30.18 7.99 73.31 24.07 57.16 4.85 2.67

8.8 �1.6 10.90 �6.3 11.2 �4.44 6.46 6.85 �0.08 �0.08 �7.90 �5.33 �67.91 594.2

�4.8 �12. 19.15 �12. 12.4 �13.1 6.02 3.03 �10.18 �10.1 �2.99 �12.4 �229.7 �1.56

�2.3 2.86 5.801 4.62 3.55 5.80 5.89 �1.11 �11.90 �11.9 2.75 15.73 �12.28 1.87

22.9 �8.8 �11.61 �1.2 1.79 4.63 �8.72 8.00 �3.50 �3.50 2.75 �8.24 49.84 �1.27

Table 5.
A credit approval distorted dataset D5.

Dataset Total

Number of

Tuples

Number of Training Tuples

Classified as Approved

(YES)

Number of

Support

Vectors

Error

Rate

Computation

Time (ms)

Original (D) 690 589 392 0.14 1562 ms

Distorted (D4) 690 582 621 0.446 2172 ms

Distorted (D5) 690 587 632 0.315 1969 ms

Table 6.
A credit approval dataset classified using SVM.
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When KNN classifier is used on D, D4 and D5 datasets the following observations are
made and presented at Table 9.

In the above Table 9, the first column presents the original dataset D and distorted
datasets D4 and D5. The number of tuples in the

datasets considered for experimenting can be seen in the second column. The third
column displays the number of training tuples classified as credit card approved as
YES for KNN classifier. The fourth column displays the number of neighbors. The
fifth column reveals the error rate of KNN classifier. The computation time is tabu-
lated in the last column.

Similarly, the results are tabulated at Table 10 when MLP classifier is used on D,
D4 and D5 datasets.

In the above Table 10, the first column presents the original dataset D and the
distorted datasets D4 and D5. The number of tuples in the datasets considered for
experimenting can be seen in the second column. The third column displays the
number of tuples classified for credit card approved as YES. The maximum number of

Dataset Total

Number of

Tuples

Number of Training

Tuples Classified as

Approved(YES)

Tree having

number of nodes

and leaves

Error

Rate

Computation

Time(ms)

Original (D) 690 584 7 node,4 leaves 0.1464 16 ms

Distorted(D4) 690 476 3 node, 2 leaves 0.3101 31 ms

Distorted(D5) 690 580 1 node, 1 leaf 0.4464 16 ms

Table 7.
A credit approval dataset classified using ID3.

Dataset Total

Number of

Tuples

Number of Training

Tuples classified as

Approved(YES)

Tree having

number of nodes

and leaves

Error

Rate

Computation

Time(ms)

Original (D) 690 644 67 node, 34 leaves 0.066 47 ms

Distorted(D4) 690 621 137 nodes, 69

leaves

0.101 172 ms

Distorted(D5) 690 634 157 nodes, 79

leaves

0.1246 234 ms

Table 8.
A credit approval dataset classified using C4.5.

Dataset Total

number of

tuples

Number of Training Tuples

Classified as Approved (YES)

Neighbors Error

Rate

Computation

Time(ms)

Original (D) 690 537 5 0.2217 313 ms

Distorted(D4) 690 485 5 0.297 422 ms

Distorted(D5) 690 673 5 0.3145 391 ms

Table 9.
A credit approval dataset classified using KNN.
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iteration for MLP classifier is furnished in the fourth column. The fifth column reveals
the training error rate of KNN classifier. The computation time is tabulated in the last
column. Based on the results presented above the accuracy of classification of datasets
is presented at Table 11. The accuracy is the percentage of tuples that were correctly
classified by a classifier.

The above Table 11 presents the accuracy of the classifiers for Credit Approval,
Haber Man, Tic-Tac-Toe and Diabetes datasets. The first column presents the dataset
D, the distorted datasets D4 and D5. The second column presents the accuracy of
classification obtained on Credit Approval dataset using SVM, ID3, C4.5, KNN and
MLP classifiers. The third column presents the accuracy of classification obtained on
Haber Man dataset using SVM, ID3, C4.5, KNN and MLP classifiers. The fourth
column presents the accuracy of classification obtained on Tic-Tac-Toe dataset using
SVM, ID3, C4.5, KNN and MLP classifiers. The fifth column presents the accuracy of
classification obtained on Diabetes dataset using SVM, ID3, C4.5, KNN and MLP
classifiers.

It is observed that accuracy of C4.5, KNN and MLP classifiers are better than the
accuracy of the other classifiers for distorted dataset D5 compared to distorted
dataset D4.

The above Table 12 presents the comparison of accuracy. The first column
presents the distorted dataset D4 and D5. The second column presents the accuracy
obtained on the proposed MDP using Credit approval, Tic-Tac-Toe and diabetes
datasets for SVM and KNN classifiers. The third column presents the accuracy for
the existing geometric data perturbation methods using Credit approval, Tic-Tac- Toe
and Diabetes datasets for SVM and KNN classifiers. It is observed that the accuracy
on the datasets using our proposed MDP was found better than the accuracy of the
Existing Geometric data perturbation. Moreover, their accuracy was found only
on SVM and KNN classifiers for Credit Approval, Tic-Tac-Toe, and Diabetes
datasets only.

The proposed MDP has given good accuracy for distorted dataset D5 compared to
distorted dataset D4, whereas the literature does not show any accuracy for distorted
data D5

The results of k-means clustering are shown below at Table 13, when k = 2 (form
two clusters).

In the above Table 13, the first column presents the dataset D, D4, and D5. The
number of objects in the dataset considered for the experiment can be seen in the
second column. The third column displays the number of objects belonging to clus-
ter1. The fourth column reveals the number of objects belonging to cluster 2. The
computational time is presented in the last column. Based on the results presented
above the misclassification error rate of datasets is presented at Table 14.

Dataset Total Number

of Tuples

Number of tuples

Classified as Approved

(YES)

Max

Iteration

Train

Error

Rate

Computation

Time(ms)

Original (D) 690 620 100 0.0924 578 ms

Distorted(D1) 690 552 100 0.168 562 ms

Distorted(D2) 690 589 100 0.347 625 ms

Table 10.
A credit approval dataset classified using MLP.
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Dataset Credit Approval Haber Man Tic-Tac-Toe Diabetes

SVM ID3 C4.5 KNN MLP SVM ID3 C4.5 KNN MLP SVM ID3 C4.5 KNN MLP SVM ID3 C4.5 KNN MLP

Original (D) 85 84 93 98 89 75 86 88 89 90 97 89 87 98 97 89 86 82 89 90

Distorted (D4) 86 70 90 88 80 68 78 79 75 76 98 73 77 96 89 80 83 79 79 85

Distorted (D5) 88 84 91 97 87 72 85 85 89 90 99 88 87 98 97 83 85 81 89 90

Table 11.
Accuracy of classifiers (%).
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The above Table 14 presents the misclassification error rate. The first column
presents the distorted dataset D4 and D5. The second column presents the error rate
obtained on the proposed MDP using Credit Approval, Haber Man, Tic-Tac-Toe and
Diabetes datasets.

In the privacy metric mentioned in Section 1.5 in Eq. 1.2, the detailed calculation of
privacy quality to analyze attacks is shown below:

Consider the data matrix D ¼
4 2 2

1 1 1

� �

the corresponding distorted data matrix

using the proposed MDP is given below:

P ¼ �5:7881 1:3900 0:4371

1:3989 �1:5826 �2:3630

� �

, E is the estimated values (Random) as given

below:

E ¼
�3:5441 1:3900 0:3211

0:9321 2:4567 �6:7860

� �

and calculating D″ = R�1*P is given below

D} ¼
�2:1461 0:2800 0:3211

1:8421 4:6767 4:6130

� �

and calculating P0 is given below

Dataset Proposed Multiplicative Data

Perturbation (MDP)

Existing Geometric Data Perturbation

Method

Credit

Approval

Tic-Tac-

Toe

Diabetes Credit

Approval

Tic-Tac-

Toe

Diabetes

SVM KNN SVM KNN SVM KNN SVM KNN SVM KNN SVM KNN

Distorted (D4) 86 88 98.7 98 80 79 86.5 82.9 98 99.5 77 73.5

Distorted (D5) 88 97 99 98.5 83.4 89 — — —

Table 12.
Comparison of accuracy.

Dataset Number of

Objects

Number of Objects in

Cluster 1

Number of Objects in

Cluster 2

Computation

time (ms)

Original (D) 690 259 431 94 ms

Distorted (D4) 690 391 299 109 ms

Distorted (D5) 690 336 354 125 ms

Table 13.
Clustering on credit approval dataset for k = 2.

Dataset PROPOSED MULTIPLICATIVE DATA PERTURBATION (MDP)

Credit Approval Haber Man Tic-Tac- Toe Diabetes

Distorted (D4) 0.389 0.189 0.035 0.03

Distorted (D5) 0.22 0.100 0.031 0.02

Table 14.
Comparison of misclassification error-rate.
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P0 ¼
�1:9261 0:6800 1:3211

3:6821 1:6821 �4:5920

� �

Then, substitute the above data matrices in eq. 1.2 to analyze the following attacks:
Naives-based Inference Attack: The RMSE is calculated by substituting the data

matrices D and E. The result for RMSE r, obtained is as given below:

r ¼
ffiffiffi

1

3

r

X2

i¼1
Dð Þ � Eð Þð Þ2 ¼ 1:9221, Privacy D, Pð Þ ¼ r=2 ¼ 0:6796

Reconstruction -based Inference Attack: The RSME r is calculated by substituting
the data matrices D and D″. The result r obtained is as given below:

r ¼
ffiffiffi

1

3

r

X2

i¼1
Dð Þ � D}ð Þð Þ2 ¼ 1:6794, Privacy D, D}

� �

¼ r=2 ¼ 0:839

Distance -based Attack: The RSME r is calculated by substituting the data matrices
D and P0. The result r obtained is as given below:

r ¼
ffiffiffi

1

3

r

X2

i¼1
Dð Þ � P0ð Þð Þ2 ¼ 1:70261, Privacy D, P0ð Þ ¼ 0:851

Similarly the RMSE r is calculated for the original D and distorted datasets D4 and
D5 and the results are furnished at Table 15 as shown below.

In the above Table 15, the first column presents the Naives based, Reconstruction
based and Distance -based attacks. The second column displays RMSE (Root Mean
Square Error) r is calculated for the proposed MDPmethod on Credit Approval, Haber
Man, Tic-Tac- Toe and Diabetes datasets. The third column reveals the RMSE
calculated for existing hybrid methods on Credit Approval and Diabetes datasets. It is
observed that the RMSE r for proposed MDP method on distance -based attack is high
compared to RMSE for the existing geometric data perturbation methods. The metric
for the proposed MDP shows better quality in preserving the confidential data and
provides high uncertainity to reconstruct the original data.

8. Conclusion

A Multiplicative Data Perturbation algorithm by combining a Geometric Data
Perturbation method and Discrete Cosine Transformation is proposed in this chapter.

Attacks Proposed MDP Method Existing Geometric Data

Perturbation Method

Credit

Approval

Haber

Man

Tic-Tac-

Toe

Diabetes Credit

Approval

Tic-Tac-

Toe

Diabetes

Naives 1.743 1.129 1.564 1.512 1.345 1.234 1.456

Reconstruction 1.467 1.841 1.489 1.893 1.287 1.450 1.921

Distance 1.527 1.980 1.901 1.452 1.556 1.784 1.356

Table 15.
Analysis on attacks.
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The proposed MDP is successfully implemented using different multivariate datasets
mentioned above.

The experiments on those datasets resulted to classify accurately and create accu-
rate number of clusters. Based on the result analysis, it is resolved that our proposed
MDP algorithm is efficient to preserve confidential data during perturbation and
ensures privacy while being resilient against possible of attacks the proposed methods
considered a univariate datasets ex: Terrorist. A multivariate dataset is considered and
a multiplicative data perturbation (MDP) was explored to effectively perturb the data
in a centralized environment. This method has resulted in perturbing the data effec-
tively and be resilient towards attacks or threats while preserving the privacy.

The research studies can explore the privacy issues on a Big Data as a future scope
of research work in the following directions:

Improving Data Analytic techniques –Gather all data, filter them out with certain
constraints and use to take confident decision.

Algorithms for Data Visualization- In order to visualize the required information
from a pool of random data, powerful algorithms are crucial for accurate results.

In future scope includes, research can include many various methods explore
many methods. These latest methods can show various results.
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