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Abstract

In this paper, we design the first streaming algorithms for the problem
of multitasking scheduling on parallel machines with shared processing. In
one pass, our streaming approximation schemes can provide an approximate
value of the optimal makespan. If the jobs can be read in two passes, the
algorithm can find the schedule with the approximate value. This work
not only provides an algorithmic big data solution for the studied problem,
but also gives an insight into the design of streaming algorithms for other
problems in the area of scheduling.

Keywords: streaming algorithm, multitasking scheduling, shared
processing, parallel machine, makespan, approximation scheme

1. Introduction

In recent years, with more and more data generated in all applications, the

dimension of the computation increases rapidly. As in many other research

areas, the need for providing solutions under big data also emerges in the area

of scheduling. In this paper, we study the data stream model of multitasking

scheduling problem. Under this data model, the input data is massive and

cannot be read into memory; the goal is to design streaming algorithms to

Preprint submitted to Elsevier April 6, 2022

ar
X

iv
:2

20
4.

01
97

0v
1 

 [
cs

.D
S]

  5
 A

pr
 2

02
2



approximate the optimal solution in a few passes (typically just one) over

the data and using limited space.

As Muthukrishnan addressed in his paper [24], traditionally, data are

fed from the memory and one can modify the underlying data to reflect

the updates; real time queries are also simple by looking up a value in the

memory, as we see in banking and credit transactions; as far as complex

analyses are concerned, such as trend analysis, forecasting, etc., operations

are usually performed offline. However, in the modern world, with more and

more data generated in the monitoring applications such as atmospheric,

astronomical, networking, financial, sensor-related fields, etc., the automatic

data feeds are needed for many tasks. For example, large amount of data

need to be fed and processed in a short time to monitor complex correlations,

track trends, support exploratory analyses and perform complex tasks such

as classification, harmonic analysis etc. These tasks are time critical and thus

it is important to process them in near-real time to accurately keep pace with

the rate of stream updates and reflect rapidly changing trends in the data.

With more data generated and more demands of data streams processing

for now and in the future, the researchers are facing the questions: Given

a certain amount of resources, a data stream rate and a particular analysis

task, what can we (not) do?

While some methods are available for processing large amount of data of

these time critical tasks, such as making things parallel, controlling data rate

by sampling or shedding updates, rounding data structures to certain block

boundaries, using hierarchically detailed analysis, etc., these approaches are

ultimately limiting.

A natural approach to dealing with data streams involves approximations

and developing algorithmic principles for data stream algorithms. Stream-
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ing algorithms were initially studied by Munro and Paterson in 1978 ([23]),

and then by Flajolet and Martin in 1980s ([9]). The model was formally

established by Alon, Matias, and Szegedy in [2] and has received a lot of

attention since then. Formally, streaming algorithms are algorithms for pro-

cessing the input where some or all of of the data is not available for random

access but rather arrives as a sequence of items and can be examined in only

a few passes (typically just one). The performance of streaming algorithms

is measured by three factors: the number of passes the algorithm must run

over the stream, the space needed and the updating time of the algorithm.

In this paper, we study the streaming algorithms for the problem of mul-

titasking scheduling with shared processing. Over the past couple of decades,

the problem of multitasking scheduling has attracted a lot of attention in the

service industries where workers frequently perform multiple tasks by switch-

ing from one task to another. For example, in health care, 21% of hospital

employees spend their working time on more than one activity [25], and in

consulting where workers usually engage in about 12 working spheres per day

[11]. Although in the literature some research has been done on the effect

of multitasking ([11], [28], [6], [26]), the study on multitasking in the area of

scheduling is still very limited ([15], [16], [27], [29]).

Hall, Leung and Li ( [16] ) proposed a multitasking scheduling model

that allows a team to continuously work on its main, or primary tasks while

a fixed percentage of its processing capacity may be allocated to process the

routinely scheduled activities as they occur. Some examples of the routinely

scheduled activities are administrative meetings, maintenance work, or meal

breaks. In these scenarios, some team members need to be assigned to per-

form these routine activities while the remaining team members still focus

on the primary tasks. Since the routine activities are essential to the main-
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tenance of the overall system in many situations, they are usually managed

separately and scheduled independently of the primary jobs. When these

multitasking problems are modeled in the scheduling theory, a working team

is viewed as a machine which may have some periods during which routine

jobs and primary jobs share the processing capacity.

In [16], it is assumed that there is only a single machine and the machine

capacity allocated to routine jobs is the same for all routine jobs. In this

paper, we generalize this model to parallel machine environment and allow

the machine capacity allocated to routine jobs to vary from one to another.

In practice, it is not uncommon that different number of team members are

needed to perform different routine jobs during different time periods.

In many circumstances, it is necessary to have service continuously avail-

able for primary jobs, such as in many companies’ customer service and

technical support departments, the service must be continuous for answering

customers’ calls and for troubleshooting the customers’ product failures. So

at least one member from the team is needed to provide these service at any

time while the size of a team is typically of ten or fewer members as rec-

ommended by Dotdash Meredith Company in their management research.

To model this, we allow the capacities allocated for primary jobs on some

machines to have a constant lower bound.

1.1. Problem Definition

Formally, our problem can be defined as follows. We are given m identical

machines {M1,M2, . . . ,Mm} and a set N = {1, . . . , n} of primary jobs that

are all available for processing at time 0. Each primary job j ∈ N has a

processing time pj and can be processed by any one of the machines uninter-

ruptedly. Each machine Mi has ki shared processing intervals during which

only a fraction of machine capacity can be allocated to these primary jobs
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Figure 1: An example of multitasking scheduling on 2 machines with shared processing, 3
routine jobs are shown as shaded intervals. (a) The intervals and the sharing ratios; (b)
A schedule of five primary jobs: p1 = 1, p2 = 2, p3 = 3, p4 = 1, p5 = 5.

due to the fact some capacity has been pre-allocated to routine jobs. We use

“sharing ratio” to refer the fraction of the capacity allocated to the primary

jobs. The total number of these intervals is ñ =
∑

1≤i≤m ki. For simplicity,

we will treat those intervals with full capacity as intervals with sharing ratio

1. Apparently, each machine Mi has O(ki) intervals in total. Without loss of

generality, we assume that these intervals are given in sorted order, denoted

as Ii,1 = (0, ti,1], Ii,2 = (ti,1, ti,2], . . ., and their corresponding sharing ratios

are ei,1, ei,2, . . ., all of which are in the range of (0, 1], see Figure 1(a) for

an illustration of machine intervals and Figure 1(b) for an illustration of a

schedule of primary jobs in these intervals. For any schedule S, let Cj(S) be

the completion time of the primary job j in S. If the context is clear, we

use Cj for short. The makespan of the schedule S is max1≤j≤n{Cj}. The

objective is to find a schedule of the primary jobs to minimize the makespan.

In this paper, we consider the above scheduling problem under the data

stream model. Specifically, we study the problem that the number of primary

jobs is so big that jobs’ information cannot be stored in the memory but can

only be scanned in one or more passes. Extending the three-field α | β | γ
notation introduced by Graham et al. [12], our problem is denoted as Pm |
stream, share | Cmax if the sharing ratios are arbitrary; and if the sharing

ratio is at least e0 for the intervals on the first m1 (1 ≤ m1 ≤ m−1) machines
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but arbitrary for other (m −m1) machines, our problem is denoted as Pm |
stream, share, ei,k ≥ e0 for i ≤ m1 | Cmax. The corresponding problems

under the traditional data model will be denoted as Pm | share | Cmax and

Pm | share, ei,k ≥ e0 for i ≤ m1 | Cmax, respectively.

1.2. Literature Review

Various models of shared processing scheduling have been studied in the

literature. In the model studied by [7], [17], [8], jobs have their own private

processors and can also be processed by other processors which are shared by

other jobs to reduce the job’s completion time due to processing time overlap.

In the model studied by Baker and Nuttle [3], all the resources together are

viewed as one machine which has varying availability over time and jobs are

scheduled on this single machine with varying capacity. The authors showed

that a number of well-known results for classical single-machine problems

can be applied with little or no modification to the corresponding variable-

resource problems. Then Hirayama and Kijima [18] studied this problem

when the machine capacity varies stochastically over time. Adiri and Yehudai

[1] studied the problem on single and parallel machines such that the service

rate of a machine can only be changed when a job is completed.

The shared processing multitasking model studied in this paper was first

proposed by Hall et. al. in [16]. In this model, machine may have reduced

capacity for processing primary jobs in some periods where routine jobs are

scheduled and share the processing with primary jobs. They studied this

model in the single machine environment and assumed that the sharing ratio

is a constant e for all the shared intervals. For this model, it is easy to see that

the makespan is the same for all schedules that have no unnecessary idle time.

The authors in [16] showed that the total completion time can be minimized

by scheduling the jobs in non-decreasing order of the processing time, but
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it is unary NP-Hard for the objective function of total weighted completion

time. When the primary jobs have different due dates, the authors gave

polynomial time algorithms for maximum lateness and the number of late

jobs.

For our studied problems, if ei,k = 1 for all time intervals, that is, there are

no routine jobs, the problem becomes the classical parallel machine schedul-

ing problem Pm || Cmax. For this problem, Graham studied the performance

of List Scheduling rule ([13]) and Longest Processing Time ([14]) rule. When

the number of machines m is fixed, Horowitz and Sahni [20] developed a

fast approximation scheme. Later, Hochbaum and Shmoys [19] designed a

approximation scheme for this problem when m is arbitrary.

On the other hand, if ei,k ∈ {0, 1} for all time intervals, i.e. at any time

the machine is either processing a primary job or a routine job but not both,

then our problem reduces to the problem of parallel machine scheduling with

availability constraint. This problem is also NP-hard and approximation

algorithms are developed in [21] and [22].

For the general problem, Pm | share | Cmax, i.e., the sharing ratios ei,k

are arbitrary values in (0, 1], Fu, et al. [10] showed that there is no ap-

proximation algorithm for the problem unless P = NP . Then they studied

Pm | share, ei,k ≥ e0 | Cmax and Pm | share, ei,k ≥ e0 for i ≤ m1 | Cmax,
where e0 is a constant. They analyzed the performance of some classical

heuristics for the two problems. Finally, they developed an approximation

scheme for the problem Pm | share, ei,k ≥ e0 for i ≤ m1 | Cmax.
All the above results are for the problems under the traditional data model

where all data can be stored in memory. There is no result for the studied

problems under the data stream model where the input data is massive and

cannot be read into memory.
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While streaming algorithms have been studied in the field of statistics,

optimization, and graph algorithms (see surveys by Muthukrishnan [38] and

McGregor [37]) in the last twenty years, very little research is conducted

in the area of scheduling and operations research in general. In [4], Beigel

and Fu developed a randomized streaming approximation scheme for the

bin packing problem such that it needs only constant updating time and

constant space, and outputs an (1 + ε)-approximation in (1/ε)O(1/ε). In [5],

Cormode and Veselý designed a streaming asymptotic (1 + ε)-approximation

algorithms for bin packing and (d+ ε)-approximation for vector bin packing

in d dimensions. For the related vector scheduling problem, they showed

how to construct an input summary in space Õ(d2 ·m/ε2) that preserves the

optimum value up to a factor of (2 − 1/m + ε), where m is the number of

identical machines.

1.3. New Contribution

In this work, we develop the first steaming algorithms for the generalized

multitasking shared processing scheduling problems. We assume the machine

information is known beforehand, but all the job information including the

number of jobs and the processing times are unknown until they are read.

Our streaming algorithms are approximation schemes. In one pass, for any

positive constant ε, the algorithms return a value that is at most (1+ε) times

the optimal value of the makespan and it takes constant updating time to

process each job in the stream. If the jobs can be input in two passes, the

algorithms can generate the schedule with constant processing time for each

job in the stream. We show that if an estimate of the maximum processing

time can be obtained from priori knowledge, the approximation scheme can

be implemented more efficiently. It should be noted that the approximation

scheme given by Fu, et al. [10] does not work under the data stream model.
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So in this paper, we develop a different approximation scheme.

2. Streaming Algorithms

In this section, we will present our streaming algorithms for the multi-

tasking scheduling problem Pm | stream, share, ei,k ≥ e0 for i ≤ m1 | Cmax.

We first design an approximation scheme for the studied scheduling prob-

lem under the tradition model where can be stored in the memory. We then

adapt this algorithm for the following three cases, respectively: (1) the max-

imum job processing time, pmax, is given; (2) an estimate of pmax is given;

(3) no information about pmax is given. In all these cases, the number of jobs

is not known until all jobs are read.

2.1. An Approximation Scheme under Traditional Data Model

In [10], an approximation scheme has been developed for the studied

scheduling problem under traditional data model, where the main idea is

to enumerate all assignments for large jobs, prune the similar assignments,

schedule the small jobs to all the obtained large job assignments, and finally

pick the best schedule. This approximation scheme requires storing all the

jobs information and cannot be applied to the data stream model.

So in this subsection we develop a different approximation scheme for the

traditional data model but can be adapted to work under the data stream

model as well. The idea of the approximation algorithm is to find the best

assignment of large jobs and then generate a single schedule based on this

large job assignment.

We first introduce a notation before describing our algorithm. For any

time t, we let Ai(t) denote the total amount of processing time of the jobs that

can be processed during (0, t] on machine Mi. Formally, Ai(t) = t · ei,1 if t ∈
Ii,1 = (0, ti,1], and Ai(t) = Ai(ti,k)+(t− ti,k) ·ei,k+1 if t ∈ Ii,k+1 = (ti,k, ti,k+1].
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By the definition of Ai(t), if Ni is a set of jobs assigned to machine Mi and∑
j∈Ni pj ≤ Ai(t), then the jobs in Ni can be completed before time t on

machine Mi. Let A(t) be the total amount of processing time of the jobs

that can be processed during (0, t] on all machines, i.e., A(t) =
∑m

i=1Ai(t).

Our algorithm is outlined as follows.

Algorithm 1

Input:

• Parameters m, m1, e0, and ε

• The intervals (0, ti,1], (ti,1, ti,2], . . . on machine Mi, 1 ≤ i ≤ m, and

their sharing ratios ei,1, ei,2, . . .

• The number of jobs n, and the jobs’ processing time pj, 1 ≤ j ≤ n.

Output: A schedule of n jobs

Steps:

1. Identify the set of large jobs, JS, which is constructed below:

(i) Choose γ0 and N0 as follows:

2γ0 =

⌈
m+m1 − 1
ε
2
·m1 · e0

⌉
(1)

N0 =

⌈
m(m+m1 − 1)

ε
4
· e0 ·m1

⌉
(2)

(ii) Let pmax be the largest processing time of all the jobs. Define

γ0 + 2 continuous intervals, IH−1 = (0, 2q0 ], IH0 = (2q0 , 2q0+1],

. . .,IHk = (2q0+k, 2q0+k+1], . . . , IHγ0 = (2q0+γ0 , 2q0+γ0+1], such

that pmax ∈ IHγ0 , i.e., 2q0+γ0 < pmax ≤ 2q0+γ0+1. Correspondingly,

partition the jobs in N = {1, 2, · · · , n} into γ0 + 2 groups, H−1,
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H0, H1, . . . , Hγ0 , based on their processing time: if pj ∈ IHk,

then add job j to Hk.

(iii) Let kL, 0 ≤ kL ≤ γ0 be the largest index of the group that contains

at least N0 jobs; if no such group exists, i.e. all the groups have

less than N0 jobs, we let kL = −1. Let JS = ∪k>kLHk be the set

of large jobs, and the remaining jobs are considered as small jobs.

2. For each possible assignment of jobs in JS, find a time t such that

(i) Both of the following conditions hold for t: (a) A(t) ≥
∑n

i=1 pi and

(b) for 1 ≤ i ≤ m, Ai(t) ≥ PL
i where PL

i is the total processing

time of the large jobs assigned on Mi.

(ii) At least one of (a) and (b) doesn’t hold when t is replaced by

t
1+ε/2

;

3. Among all the assignments of jobs in JS, we pick the one that is asso-

ciated with the smallest t and do the following:

(i) Assign the small jobs in any order to the machines so that at most

one job finishes at or after t on each machine Mi

(ii) Remove the small jobs that finishes after t on machine Mi, i > m1

and schedule them to the first m1 machines so that there are at

most
⌈
m−1
m1

⌉
jobs finishing after t on Mi, i ≤ m1.

4. Return the obtained schedule.

Lemma 1. Algorithm 1 outputs a (1 + ε)-approximation for the scheduling

problem Pm|share, ei,k ≥ e0 for i ≤ m1|Cmax.

Proof. First let us look at the assignment of the jobs in JS that is the same

as the optimal schedule. In step 2 of the algorithm, we find the time t∗
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associated with this large job assignment such that both (a) and (b) hold

for t∗, but either (a) or (b) doesn’t hold when t∗ is replaced by t∗

1+ε/2
, which

means that t∗

1+ε/2
< C∗max, i.e., t∗ ≤ (1 + ε

2
)C∗max. In step 3 of the algorithm,

the large job assignment associated with the smallest t is selected, and we

have t ≤ t∗ ≤ (1 + ε
2
)C∗max.

For the selected large job assignment in step 3 of the algorithm, by

condition (b), all large jobs are finished before or at t. By condition (a),

A(t) ≥
∑n

i=1 pi, there must be at most (m− 1) small jobs that finish after t

in step 3(i), and thus in step 3(ii) we can distribute them onto the first m1

machines so that at most
⌈
m−1
m1

⌉
small jobs on each of these machines finish

after t. Hence, the job with the largest completion time must be on one of

the first m1 machines.

Let j be the job such that Cj = Cmax, and assume j is scheduled on

machine Mi, i ≤ m1. Let U be the set of jobs on Mi that finish after t. As

the sharing ratio is at least e0 on Mi, Cj ≤ t +
∑

u∈U
pu
e0

. Note that all jobs

in U are small jobs, i.e. pu ≤ 2q0+kL+1 for each job u ∈ U . From the analysis

above, |U | ≤
⌈
m−1
m1

⌉
. So,

Cmax = Cj ≤ t+

⌈
m− 1

m1

⌉
· 1

e0
· 2q0+kL+1. (3)

If kL > −1, there are at least N0 jobs in HkL , and each of which has a

processing time in the range of (2q0+kL , 2q0+kL+1]. Therefore, we have C∗max ≥
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N0·2q0+kL
m

, which implies 2q0+kL+1 ≤ 2mC∗max
N0

. Thus, we have

Cmax = Cj ≤ t+

⌈
m− 1

m1

⌉
· 1

e0
· 2q0+kL+1

≤ t+

⌈
m− 1

m1

⌉
· 1

e0
· 2mC∗max

N0

≤ t+
m+m1 − 1

m1

· 1

e0
· 2mC∗max

N0

≤
(

1 +
ε

2

)
C∗max +

m+m1 − 1

m1

· 1

e0
· 2mC∗max

N0

by Equation (2)

≤ (1 + ε)C∗max .

Otherwise, kL = −1, using 2q0+γ0 < pmax ≤ 2q0+γ0+1, we have 2q0+kL+1 =

2q0 ≤ pmax
2γ0
≤ C∗max

2γ0
. Therefore, we can get

Cmax = Cj ≤ t+

⌈
m− 1

m1

⌉
· 1

e0
· 2q0+kL+1

= t+

⌈
m− 1

m1

⌉
· 1

e0
· 2q0

≤ t+

⌈
m− 1

m1

⌉
· 1

e0
· C
∗
max

2γ0

≤ t+
m+m1 − 1

m1

· 1

e0
· C
∗
max

2γ0

≤
(

1 +
ε

2

)
C∗max +

m+m1 − 1

m1

· 1

e0
· C
∗
max

2γ0
by Equation (1)

≤ (1 + ε)C∗max .

So in both cases, we have Cmax ≤ (1 + ε)C∗max.

Now we analyze the running time of Algorithm 1. Let

t1(m,m1, ñ, ε, e0)) =

(
m
O(

m2

εe0m1
log

m
εe0m1

)

(
log(1

ε
log m

e0
) ·
∑

1≤i≤m

log ki

))
, (4)

then we have the following lemma for the running time of Algorithm 1.
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Lemma 2. Let ε be a real number in (0, 1), Algorithm 1 runs in time

O (n+ ñ+ t1(m,m1, ñ, ε, e0))) ,

which is linear O(n+ ñ) when m is constant.

Proof. In Step 1, we find the set of large jobs JS which can be done in O(n)

time. The number of jobs in JS is at most N0(γ0 + 1).

In step 2, we consider all possible assignments of jobs in JS, and there

are O(mO(N0γ0)) of them. By Equation (2), we have N0 = O
(
m(m+m1−1)

εe0·m1

)
=

O
(

m2

εe0·m1

)
. By Equation (1), we have γ0 = O

(
log m+m1−1

εe0·m1

)
= O

(
log m

εe0·m1

)
.

Let P =
∑n

i=1 pi, then the time t associated with each assignment of

jobs in JS is between the lower bound LB = P/m and the upper bound

UB = P
e0

= LB · m
e0

. It takes O(log(UB − LB)) time to search the exact

smallest t such that both (a) and (b) hold. To speed up the algorithm, instead

of searching the exact smallest t, we search t with a (1 + ε/2)-approximation

in step 2(ii). Specifically, we only need to consider those time points whose

values are LB × (1 + ε
2
)x, where 0 ≤ x ≤ log1+ε/2

UB
LB

= O
(

1
ε

log m
e0

)
. In this

way, we can use binary search to find the corresponding x in O
(

log(1
ε

log m
e0

)
)

iterations.

In each iteration of binary search, for the specific t = LB · (1 + ε
2
)x, we

need to calculate Ai(t), 1 ≤ i ≤ m, which is the total amount of jobs that

can be processed by t on machine Mi. To do so, we use binary search to

find the interval (ti,k−1, ti,k] such that t ∈ (ti,k−1, ti,k] in O(log ki) time, then

compute Ai(t) = Ai(ti,k−1) + (t − ti,k−1)ei,k, which can be done in constant

time if Ai(ti,k) is known; indeed, we can pre-calculated Ai(ti,k) for all i and

ti,k in O(ñ) time. Once Ai(t) is calculated for all i, 1 ≤ i ≤ m, we have

A(t) =
∑
Ai(t). In total, it takes O(

∑m
i=1 log ki) time to calculate Ai(t)

and A(t), and check conditions (a) and (b) for t. With the same running
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time, one can calculate Ai(
t

1+ε/2
) and check conditions (a) and (b) for t

1+ε/2
.

Therefore, the time of finding t associated with a specific large job assignment

is
(

log(1
ε

log m
e0

) ·
∑

1≤i≤m log ki

)
. The total time for all assignments would

be t1(m,m1, ñ, ε, e0), which is given by Equation (4).

In step 3, we select the assignment associated with the smallest t and

schedule the small jobs based on this assignment. This can be done in time

O(n+ ñ).

Adding the time in all steps, we get the total time as stated in the lemma.

By Lemmas 1 and 2, we have the following theorem.

Theorem 3. Let ε be a real number in (0, 1), and m be a constant. Then there

is a (1 + ε)-approximation scheme for Pm| share ei,k ≥ e0 for i ≤ m1|Cmax in

time O(n+ ñ).

Now in the following we will adapt Algorithm 1 so it works under the

streaming model where the processing times of the jobs are given as a stream.

In Algorithm 1, we classify jobs as large or small and then process them

separately. Whether a job is large or small is determined by the parameters

γ0, N0 and q0 which in turn are determined by m, m1, e0, ε and pmax. While

m, m1, e0 and ε are parts of the input, pmax may or may not be. We will

first give the streaming algorithm when pmax is given as an input.

2.2. Streaming Algorithm When pmax is Given

Given Pmax as part of the input, we can partition the jobs into groups

and classify a job as large or small as in Algorithm 1, but the challenge is

that we can not store the processing times of all jobs. For each group Hk,

−1 ≤ k ≤ γ0, we maintain a triple (nk, Pk, JSk), where nk is the number of

jobs in Hk, Pk is the total processing time of jobs in Hk, and JSk contains
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the set of jobs in Hk if nk < N0 and k ≥ 0; otherwise, JSk is an empty set.

That is, we keep the processing times of the potential large jobs only. And

thus we only keep the processing times of at most N0(γ0 + 1) large jobs. We

update the triples for the groups as jobs are scanned one by one. Once all

the jobs are input, we have the complete information of large jobs and can

use step 2 of Algorithm 1 to find the assignment of large jobs associated with

the smallest t. Since we are concerned with the approximate value of the

optimal makespan, we don’t need to schedule the small jobs as in step 3 of

Algorithm 1. Instead we can directly return the approximate value of the

optimal makespan as t+
⌈
m−1
m1

⌉
· 1
e0
·2q0+kL+1. The algorithm can be described

as follows.

Algorithm 2

Input:

• Parameters m, m1, e0, and ε

• The intervals (0, ti,1], (ti,1, ti,2], . . . on Mi and their sharing ratios ei,1,

ei,2, . . ., respectively (1 ≤ i ≤ m)

• the maximum processing time pmax

• The jobs’ processing time pj (stream input), 1 ≤ j ≤ n.

Output: An approximate value of the optimal makespan.

Steps:

1. Identify the set of large jobs, JS.

a. Choose γ0, N0, q0 as in Algorithm 1.

b. Read jobs one by one and do the following:
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i. if pj ≤ 2q0

k = −1

else

k = dlog2 pje − q0 − 1

ii. Pk = Pk + pj

iii. nk = nk + 1

iv. if k = −1 or nk ≥ N0

reset JSk = ∅

else

JSk = JSk ∪ {j}

c. P =
∑
−1≤k≤γ0 Pk

d. Let kL, 0 ≤ kL ≤ γ0, be the largest index of the group such that

nk ≥ N0; if kL doesn’t exist, let KL = −1. Let JS = ∪k>kLJSk.

2. For each possible assignment of jobs in JS, find time t associated with

the assignment as in Algorithm 1

3. Find the smallest t from the above step, and return the value t+
⌈
m−1
m1

⌉
·

1
e0
· 2q0+kL+1.

Theorem 4. Let ε be a real number in (0, 1), assume that pmax is a given in-

put, then Algorithm 2 is a one-pass streaming algorithm for Pm | stream, share, ei,k ≥
e0 for i ≤ m1 | Cmax and it takes

1. O(1) time for processing each job in the stream,

2. O
(
ñ+ m2

εe0m1
· log m

εe0

)
space, and

3. O(ñ+ t1(m,m1, ñ, ε, e0)) time
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to find an approximate value of the optimal makespan by a (1 + ε) factor.

Proof. We first show that the returned value is an approximate value of C∗max

by a (1 + ε) factor. Since we keep all the processing times of large jobs, the

selected large job assignment and the associated t obtained in Algorithm 2 are

exactly the same as Algorithm 1. Following the same argument in Lemma 1,

we can directly return (t+
⌈
m−1
m1

⌉
· 1
e0
· 2q0+kL+1) as an approximate value of

the optimal makespan, which is at most (1 + ε)C∗max.

The storage used for the streaming algorithm is mainly O(γ0) triples in-

cluding at mostO(N0γ0) jobs. The total storage for these triples isO(N0γ0) =

O
(

m2

εe0m1
· log m

εe0

)
. In addition, we need to store O(ñ) processing sharing in-

tervals.

As seen in step 1b, each job is processed in O(1) time. After step 1, we

get the set of larges jobs, JS, including at most O(N0γ0) jobs. After A(ti,k)

and Ai(ti,k) are pre-calculated in O(ñ), the time for step 2 is the same as in

Theorem 3, t1(m,m1, ε, e0, n).

If the jobs can be read in a second pass, we can return a schedule of all

jobs whose makespan is at most (1+ε)C∗max. Specifically, in the first pass, we

store the assignment of jobs in JS associated with the minimum t obtained

from step 2 as well as the total processing time, Pi, of jobs in JS that are

assigned to machine Mi, 1 ≤ i ≤ m. In the second pass, we only need to

schedule the small jobs. When a job is read, if it is a job in JS, we don’t

need to do anything; otherwise we schedule it to the machine so that at most⌈
m−1
m1

⌉
small jobs finishing after t.

Theorem 5. There is a two-pass (1 + ε)-approximation streaming algorithm

for Pm | stream, share, ei,k ≥ e0 for i ≤ m1 | Cmax such that it takes

1. O(1) time to process each job in both the first pass and the second pass,
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2. O
(
ñ+ m2

εe0m1
· log m

εe0

)
space, and

3. O(ñ+ t1(m,m1, ε)) time

to return a schedule with a (1 + ε) approximation.

2.3. Streaming Algorithm When an Estimate of Pmax is Given

Algorithm 2 works when pmax is an input. In reality, however, pmax

may not be obtained accurately without scanning all the jobs. In many

practical scenarios, however, the estimate of pmax could be obtained based

on priori knowledge. If this is the case, we can modify Algorithm 2 to get

the approximate value of the optimal makespan as described below.

Let us assume that we are given pEmax, an estimate of pmax, such that

pmax ≤ pEmax ≤ α ∗ pmax. And with this input, if we do the same as in

Algorithm 2, we would partition the processing time range (0, pEmax] into

γ0 + 2 continuous intervals such as IH−1 = (0, 2q
′
0 ], IH0 = (2q

′
0 , 2q

′
0+1] · · · ,

IHγ0 = (2q
′
0+γ0 , 2q

′
0+γ0+1], where q′0 =

⌈
log pEmax

⌉
− γ0 − 1. Comparing with

the intervals obtained with the exact pmax, we have q0 = dlog pmaxe − γ0 −
1 ≥

⌈
log pEmax

α

⌉
− γ0 − 1 ≥ q′0 − dlogαe, so we need to further split IH−1

into dlogαe + 1 intervals such as IH−1 = (2q
′
0−1, 2q

′
0 ], IH−2 = (2q

′
0−2, 2q

′
0−1],

· · · , IH−1−dlogαe = (0, 2q
′
0−dlogαe]. Correspondingly, we have the job groups

H−1−dlogαe, · · · , Hγ0 . When we scan the jobs one by one, we can add the

job to the corresponding group based on its processing time as we did in

Algorithm 2. After all the jobs are scanned, we can get the exact pmax and

only keep γ0 + 2 groups as in Algorithm 2 and other parts of the algorithm

will remain the same as Algorithm 2.

Corollary 6. Let ε be a real number in (0, 1), assume that an estimate of

pmax is a given input, then for Pm | stream, share, ei,k ≥ e0 for i ≤ m1 | Cmax

there is a one-pass streaming algorithm to find an approximate value of the
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optimal makespan by a (1 + ε) factor and a two-pass streaming algorithm to

find a schedule with this approximate value. The algorithms have O(1) time

for processing each job in the stream, O
(
ñ+ m2

εe0m1
· log m

εe0

)
space usage, and

O(ñ+ t1(m,m1, ñ, ε, e0)) running time.

2.4. Streaming Algorithm When No Information about pmax is Given

Now we consider the case that not only the exact pmax but also the

estimate of pmax is not given. In this case, γ0 and N0 can be calculated

as before, q0 cannot be determined until all jobs are read, thus we can not

immediately determine which group a job belongs to as in Algorithm 2. To

solve this problem, we need to modify Algorithm 2. When a job is read, we

assign it to a group based on the information that we have so far, as more

jobs are read later, we dynamically update the partition of the jobs so that

we can maintain the following invariant: As in Algorithm 2, there are (γ0+2)

groups of jobs, H−1, H0, . . ., Hγ0 . If pj ≤ 2q0 , then j ∈ H−1; otherwise if

pj ∈ (2q0+k, 2q0+k+1], j ∈ Hk.

To implement this efficiently, we use a B-tree (or other balanced search

tree) to store information of those non-empty groups Hk for k ≥ 0 and

additionally we maintain the total processing time of jobs in H−1, P−1. Each

group Hk in B-tree is represented as a quadruple (κk, nk, Pk, JSk), where nk,

Pk, JSk are defined the same as in Algorithm 2; κk = 2q0+k+1 is the key

representing the processing time range IHk = (2q0+k, 2q0+k+1] of jobs in Hk

for 0 ≤ k ≤ γ0. There are at most γ0 + 1 quadruples in the B-tree. Initially,

q0 = 0 and the tree is empty. If a job j has the processing time pj ≤ 2q0+γ0+1,

we update the quadruple with the key 2dlog pje or insert a new quadruple with

the key 2dlog pje if there is no such quadruple in the tree. If pj > 2q0+γ0+1,

then let q′0 = dlog pje−γ0−1, delete all the quadruples with the key less than

or equal to 2q
′
0 and update P−1 correspondingly, insert a new quadruple with
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the key 2q
′
0+γ0+1, and update q0 = q′0. A detailed description of the algorithm

is given below.

Algorithm 3

Input:

• Parameters m, m1, e0, and ε

• The intervals (0, ti,1], (ti,1, ti,2], . . . on Mi and their sharing ratios ei,1,

ei,2, . . ., respectively (1 ≤ i ≤ m)

• The jobs’ processing time pj (stream input), 1 ≤ j ≤ n.

Output: An approximate value of the optimal makespan.

Steps:

1. Identify the set of large jobs, JS.

(a) Choose γ0 and N0 as in Algorithm 1 and set q0 = 0

(b) Create an empty B-tree to store the quadruples

(c) Read jobs one by one and do the following:

i. Let k = dlog pje − q0 − 1

ii. If the quadruple with the key 2k+q0+1 is already in the tree,

update as follows:

nk = nk + 1

Pk = Pk + pj

if nk ≤ N0, then JSk = JSk ∪ {j},

else reset JSk = ∅

iii. Else
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if pj ≤ 2q0 , let P−1 = P−1 + pj

else if pj ≤ 2q0+γ0+1

insert a new quadruple (2q0+k+1, 1, pj, {j})

else (in this case, pj > 2q0+γ0+1)

q′0 = dlog pje − γ0 − 1

for each (κk, nk, Pk, JSk) in the tree where κk ≤ 2q
′
0

P−1 = P−1 + Pk,

delete the quadruple (κk, nk, Pk, JSk) from the tree.

insert quadruple (2q
′
0+γ0+1, 1, pj, {j}) in the tree;

update q0 = q′0.

(d) P =
∑
−1≤k≤γ0 Pk.

(e) Let kL, 0 ≤ kL ≤ γ0, be the largest index of the group such that

nk ≥ N0, if kL doesn’t exist, let KL = −1. Let JS = ∪k>kLJSk.

2. For each possible assignment of jobs in JS, find the time t associated

with it as in Algorithm 1

3. Find the smallest t from previous step, and return the value t+
⌈
m−1
m1

⌉
·

1
e0
· 2q0+kL+1.

Theorem 7. Let ε be a real number in (0, 1). Then Algorithm 3 is a one-pass

(1 + ε)-approximation streaming algorithm for Pm | stream, share, ei,k ≥ e0

for i ≤ m1 | Cmax such that it takes

1. O(1) time to process each job in the stream,

2. O
(
ñ+ m2

εe0m1
· log m

εe0

)
space, and

3. O(ñ+ t1(m,m1, ñ, e0, ε)) time
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to find an approximation of C∗max by a factor of (1 + ε).

Proof. The proof is similar to that of Theorem 6, so we only discuss the

difference - the updating time for each job.

We use a B-tree (or other balanced search tree) to store the job groups

where each group is represented as a quadruple. At any time, there are at

most γ0 + 1 = O(log m
εe0

) quadruples/keys in tree.

For each job j, we perform a search operation, and maybe insert or delete.

Since the number of keys/quadruples in the B-tree is O(γ0), all these opera-

tions can be done in O(log γ0) = O(log log m
εe0

) time, which is O(1) since m

is a constant.

Similarly, we can find the approximation schedule in two passes.

Theorem 8. There is a two-pass (1 + ε)-approximation streaming algorithm

for Pm | stream, share (ei,k ≥ e0) for i ≤ m1 | Cmax such that it takes

1. O(1) time to process each job in the stream,

2. O
(
ñ+ m2

εe0m1
· log m

εe0

)
space, and

3. O(ñ+ t1(m,m1, ε)) time

to find a (1 + ε) approximation of the optimal makespan after receiving all

jobs in the stream in the first pass, and O(1) time for each job in the second

pass to return a schedule for all jobs.

3. Conclusions

In this paper, we studied the multitasking scheduling problem with shared

processing under the data stream model. There are multiple machines with
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sharing ratios varying from one interval to another, and we allow the shar-

ing ratios on some machines have a constant lower bound. The goal is to

minimize the makespan.

We designed the first streaming approximation schemes for the problem

where the processing times of the jobs are input as a stream and no prior in-

formation about the number of jobs is required. This work not only provides

an algorithmic big data solution for our studied scheduling problem, but also

leads to one future research direction for the area of scheduling. The classical

scheduling literature contains a large number of problems that remain to be

studied under the data stream model presented here.

For our studied problems, it is also interesting to design streaming algo-

rithms for other performance criteria including total completion time, maxi-

mum tardiness, and other machine environments such as uniform machines,

flowshop, etc.
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