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Sampling techniques for quality control, common in 
industry and in financial auditing, could equally well 
be applied to all data flowing through a system. Here 
two basic statistical techniques for control are re­
viewed—

QUALITY CONTROL OF DATA THROUGH 
STATISTICAL CONTROL

by Alphonse L. Nigra 
Allied Chemical Corporation

Everyone agrees that a good sys­
tem, whether it be an account­

ing system or a management infor­
mation system or a data processing 
operation, must have both “timely” 
and “good” input and other oper­
ating data. Another way to say this 
is that the “actual” or “live” data 
going into the system must have 
values that are not too far out of 
line with the values used to de­
sign the system. But “timely” 
and “good” data available at the 
time of design may change to 
something less than “good” with 
the passage of time. This need for 
maintaining timely data at a satis­

factory acceptance level becomes 
more critical when input data from 
many remote places are fed di­
rectly into a central computer in­
stallation.

I think each one of us could 
quickly define what he means by 
“timely” in terms of specific values, 
such as one hour, one day, etc. 
But what do we mean when we 
say “good” data or a “satisfactory 
acceptance level” for data? Let me, 
therefore, define what I mean by 
a satisfactory acceptance level. A 
secretary typing a letter to a presi­
dent would want it to be letter 
perfect. A letter to someone in her 

own department might be accept­
able with one or two minor er­
rors. A working draft need only 
be understandable and may con­
tain a number of errors. The presi­
dent’s letter has no room for 
tolerance; it must have zero de­
fects. The other two must fall 
within certain tolerances to be ac­
ceptable.

Most operations we wish to con­
trol fall within the tolerance classi­
fication and are performed in an 
environment composed of variable 
factors that may or may not be 
within an acceptable tolerance. 
When the variable factors fall
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“Good” data will always fall 

within a pre-established 

tolerance that is acceptable 

for our particular system 

or operation.

within the acceptable tolerance a 
satisfactory number of times we 
can say that the operation is “un­
der control.” In general, variations 
fall into two broad categories: 
chance variations and those due to 
assignable causes. Chance varia­
tions, which may be due to any 
number of complex minor causes, 
occur in a random manner and 
there is very little we can do about 
them for a given system or opera­
tion. On the other hand, variations 
due to assignable causes can be 
traced and corrected. One statisti­
cal control procedure is to design 
a control chart that shows stand­
ards of expected normal variation 
due to chance causes. Then, when 
variations resulting from one or 
more of the assignable causes are 
superimposed on the control chart, 
they “stick out like a sore thumb” 
and tell us that something basic 
has changed.

Thus “good” data will always 
fall within a pre-established toler­
ance that is acceptable for our 
particular system or operation.

Control of data
Variation is inherent in the en­

vironment we wish to control. The 
inherent multitude of chance 
causes, few of which can be pre­
dicted with certainty, also occur in 
other environments, such as manu­
facturing, transportation, ware­
housing, etc. Here the pattern of 
variation may affect the dimension 
of a finished part, the strength of 
an acid, the number of arrivals for 
a time period, etc. However, for

ALPHONSE L. NIGRA is 
an audit manager for 
Allied Chemical Corpor­
ation, New York. He 
received his B.B.A. from 
the City College of New 
York and his M.S. from 
Columbia University. Mr. 
Nigra gained auditing 
experience working for

Main Lafrentz & Co. Currently he is chair­
man of the education committee of the 
Institute of Internal Auditors. He has writ­
ten a chapter on statistical sampling to be 
included in McGraw-Hill's Handbook for 
Auditors.

these environments we have de­
veloped techniques to control their 
variations. The techniques require 
sampling inspection, and perhaps 
the most familiar use of sampling 
inspection is in quality control 
work.

I know of no reasons why these 
sampling inspection techniques 
cannot be used to control data for 
all types of systems used in busi­
ness. The two basic techniques I 
have in mind are as follows:

1. Data may be inspected at any 
given point for timeliness and qual­
ity and compared to acceptable 
standards. The statistical control 
procedure will tell us whether a 
satisfactory amount of these data 
are meeting our standards.

2. Data may also be inspected 
to determine whether the system, 
process, or operation generating 
them is “under control.” If not 
“under control,” corrective action 
can be taken quickly before a great 
quantity of bad information is gen­
erated by our data processing ma­
chines. It is this system that uses 
control charts with their designed 
control limits within which sample 
items must fall in order for the 
operation to be considered “under 
control.” (See example at the end 
of this article.) Since these limits 
are designed to allow for expected 
normal variations due to chance, 
whenever a sample value falls out­
side these limits, an inference is 
made that a stable system of 
chance causes no longer exists. 
Action is then taken to find the 
cause of the apparent change. If 
such a cause exists, the operation 
may be brought back into control 
or compensation made for the 
change in the pattern of variation.

It is these two statistical tech­
niques, already in use in many 
areas of manufacturing and process­
ing operations, which, I suggest, 
can be used to control all types of 
data used in various management 
information and accounting sys­
tems. And it is the second tech­
nique or process control concept 
for which the better known Models 
of Statistical Control, called “Con­
trol Charts,” are designed. Allow 
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me to point out at this time that 
a control chart need not be a 
graph on the wall where sample 
values are posted by hand. It can 
also be programed for a compu­
ter to use, and the computer can 
also select the sample values and 
“post” them to its “computerized 
control chart.” Exception reports 
can then be printed out and re­
sponsible personnel can take cor­
rective action.

Statistical control has proven it­
self to be a valuable tool in such 
important areas as:

— Work sampling of all types
— Control of quality in manu­

facturing operations and 
other types of continuous 
processing operations

— Control over voluminous cleri­
cal or document handling op­
erations

— All types of waiting line sys­
tems

— Such items as labor turnover, 
costs, accident rates, etc.

— Monitoring solutions obtained 
from decision models.

As we have already discussed, 
all types of data going into an op­
eration may be sample inspected 
for timeliness and quality and com­
pared to acceptable standards. For 
example:

— Sales and Invoicing Data:
• Timeliness. Length of time 

between receiving order 
and shipping material and 
invoicing customer.

• Quality. Validity of customer 
name and address, ship­
ping instructions, product 
description, prices, dis­
counts, terms, accounting 
and sales codes, etc.

— Purchasing and Accounts Pay­
able Data:
• Timeliness. Length of time 

between placing order and 
receiving material. Length 
of time for processing 
paperwork so vendor dis­
counts will not be lost, 
etc.

• Quality. Validity of approv­
als and matching of docu­
ments (purchase orders, 

receivers, invoices, etc.). 
Validity of customer name, 
address, prices, accounting 
and purchasing codes, 
freight charges, etc.

Our statistical control procedure 
will tell us whether a satisfactory 
amount of these data are meeting 
our standards.

In contrast to the above where 
data going into an operation or 
process are controlled, we have the 
control chart technique, which can 
be used to determine whether the 
operation or process is “under con­
trol.” For example:

— Data Banks, the processing of 
personnel and payroll informa­
tion:

To capture all this necessary 
information a large number of 
different data processing pro­
grams are usually used, and 
the data may come in from 
many different plants, offices, 
and other locations. The cost 
to check the completeness and 
accuracy of the employee data 
files would be quite expensive. 
On the other hand, a statisti­
cal program may be written 
to extract a limited number 
of employee files on a continu­
ing basis, examine them com­
pletely, and tell us those areas 
where vital information is go­
ing “out of control.”

— Management Information Sys­
tems:

Such systems are usually de­
pendent on decision models. 
Since decision models are de­
signed at a point in time 
they tend to be static in that 
they may not readily adapt 
themselves to the instability 
of the decision environment. 
Thus, the specific set of values 
used for input parameters at 
time of design could change 
considerably with the passage 
of time. For example, an op­
timum procurement program 
will be less than optimum if 
the actual procurement lead 
time is more or less than the

The cost to check the 

completeness and accuracy 

of the employee data files 

would be quite expensive . . . 

a statistical program may 

be written to extract a 

limited number of employee 

files on a continuing basis, 

examine them completely, 

and tell us those areas 

where vital information is 

going "out of control."
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lead time initially determined 
and used to design the deci­
sion model. Control charts are 
valuable in such a situation 
because they are a means for 
converting static programs de­
signed at a specific point in 
time to controlled dynamic 
programs that will function at 
good efficiency levels in non­
steady-state environments.

— Feeding Voluminous Data to a 
Computer from Many Locations:

It may be hard to visualize 
that information fed continu­
ously into present or future 
data processing equipment, 
with its tremendous speed 
and large memory and storage 
capacities, could ever over­
flow the capacity of these ma­
chines and stack up in the 
field like too many airplanes 
trying to make a landing. But 
consider for a moment the 
problem of airlines issuing res­
ervations and tickets by the 
millions from thousands of dif­
ferent locations. The airlines 
have long ago faced this prob­
lem, and other companies that 
are rapidly feeding an increas­
ing amount of information to 
their computers may soon be 
faced with the same problem. 
Thus, it is well to note now 
that the most economical an­
swer to the problem need not 
be additional or newer and 
better machines. The answer 
can well be the design of 
decision models to provide 
optimum levels of service cap­
abilities in various waiting line 
systems feeding data to the 
computer. However, the opti­
mum level of our decision 
model will not be achieved if 
the statistically described ar­
rival pattern is out of control 
with respect to the derived 
model. It is here that control 
charts may be used to monitor 
the solution obtained from the 
decision model and provide a 
warning to the decision maker 
that the inputs to his model 
need revision.

As you can see from the preced­
ing, I visualize usage of statistical 
control not only in such basic areas 
as sales, purchasing, receivables, 
and payables but also in the rap­
idly expanding areas of manage­
ment information systems and the 
decision models that are being de­
signed to fulfill many other busi­
ness needs.

In most operations, perfection 
can only be achieved at an ex­
tremely high cost. Thus, rather than 
strive for perfection, some state 
less than perfection may be opti­
mum in terms of cost. This con­
cept is shown graphically in Figure 
1 on page 41.

Cost curves
Figure 1 shows the costs for dif­

ferent levels of quality as decreas­
ing as we move further away from 
perfection. On the other hand, the 
cost to our operation is shown as 
increasing when quality moves 
away from perfection. The total 
cost is shown as the sum of these 
two curves, and the optimum qual­
ity area is that point where total 
cost is nearest its minimum.

In practice the two curves might 
not follow the continuous and 
smooth forms shown in Figure 1. 
Also, it may be difficult to quan­
tify these two functions; however, 
the concept is important, not be­
cause it can specify an optimum 
quality level precisely, but rather 
because it illustrates that some 
quality level less than perfection 
is usually desirable.

There are a number of factors 
that determine the size and cost 
of a sample or the amount of in­
spection necessary to achieve a 
desirable quality level. Let us take 
a moment to discuss the most im­
portant three factors. They are:

1. The amount of tolerance or 
quality limits we are willing to 
accept. In other words, our “preci­
sion” requirements.

2. Whenever our sample size is 
anything less than 100 per cent 
there is a risk that our sampling 
results may indicate satisfactory 
“precision” when actually the true 

precision in the population we are 
sampling may be more or less than 
the satisfactory precision shown 
by our sample. This risk is de­
scribed as “reliability” or “confi­
dence level,” and it is usually very 
high in our favor. In other words, 
there may be 95 times out of 100 
(95 per cent) or 99.7 times out of 
100 ( 99.7 per cent) when we can 
expect that for the precision we 
have prescribed our sampling re­
sults will be correct.
— Precision and reliability are in­

terrelated and so important that 
I would like to clarify their re­
lationship with an illustration. 
If you wanted to visually esti­
mate a man’s height from a short 
distance away to within a pre­
cision of plus or minus one foot, 
I think you would agree that 
you have a very good chance 
(reliability) of doing so. How­
ever if you wanted to be as 
precise as plus or minus one inch 
in your sight estimate, then your 
chance (reliability) of doing so 
would be considerably less. I 
think you will also agree that 
you would need more chances 
(i.e., your sample size would 
have to be greater) in order to 
guess the one-inch precision than 
it would have to be to guess 
the one-foot precision. Thus, the 
more precision or the more re­
liability you want the greater the 
sample size (cost) you need to 
do the job.
3. The third important factor 

that affects sample size and there­
fore cost is the degree of variability 
in the data being sampled. Basi­
cally, statisticians measure varia­
bility in terms of “standard devia­
tions.” Simply, a standard deviation 
measures the degree to which num­
bers vary from their determined 
mean (average). Statisticians have 
also determined that in any normal 
distribution of data there will be 
the following dispersion of data 
about the mean:

Sixty-eight per cent of the data 
will fall within plus or minus 
one standard deviation (often 
called one sigma limit)
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INCREASING

Figure 1 - Relationship Between Quality and Cost

Ninety-five per cent of the data 
will fall within plus or minus 
two standard deviations (often 
called two sigma limits)

Ninety-nine and seven-tenths per 
cent of the data will fall within 
plus or minus three standard 
deviations (often called three 
sigma limits)

And in those cases where data are 
not sufficiently “normal” they can 
be resorted (stratified) into homo­
genous groups that will make them 
more “normal.” Thus, while great 
variability in our data may require 
larger sample sizes or resorting, 
this does not prevent the use of 
samples or sampling inspection. In 
the usual design of process con­
trol charts, the natural tolerance 
of the process is commonly taken 
at three standard deviations about 
the mean, which provides us with 
a 99.7 per cent reliability.

Thus the cost to control data at 
some state less than perfection is 
very reasonable and has been ap­
plied many times in different areas 
of operations.

Statistical control techniques
We have already briefly dis­

cussed the two basic techniques 
which we will now cover in more 
detail. They are (1) control charts 
which attempt to control a process 
or system and (2) the various 
other sampling techniques that at­
tempt to control data or items as 
they pass through an inspection 
point. Let us discuss these inspec­
tion point sampling techniques first. 
These techniques can be used to 
determine whether an item is right 
or wrong or good or bad (sampling 
by attributes), and, also, they can 
be used where we attempt to make 
a measurement of some kind, such 

as the number of dollars right or 
wrong, how good or how bad, etc. 
(sampling by variables). Sampling 
procedures are available for just 
attribute sampling or just variable 
sampling or for both at the same 
time. The more important of these 
techniques are the three that 
follow:

— Acceptance Sampling is de­
signed so we can control the level 
of quality from an inspection point 
and be assured, with a predeter­
mined reliability, that on the aver­
age no more than some specified 
percentage of defective items will 
pass. In the simplest use of accept­
ance sampling, we draw a random 
sample of size “n” from a total lot 
of data “N” and decide whether or 
not to accept the entire lot based 
on the sample. If the sample indi­
cates a decision to reject the lot, 
it may then be:
(1) Subjected to 100 per cent in-
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TABLE I

Sample Mean Range
Number Sample Items  x R

1 11.5 10.8 13.1 11.6 11.4 11.7 2.3
2 10.6 12.3 12.0 12.5 11.3 11.7 1.9
3 12.8 13.5 13.2 14.2 13.8 13.5 1.4
4 11.8 10.4 12.5 12.4 12.5 11.9 2.1
5 13.0 11.7 9.6 12.8 11.4 11.7 3.4
6 12.5 11.9 11.7 11.2 10.5 11.6 2.0
7 13.4 12.4 12.6 11.8 11.9 12.4 1.6
8 12.9 11.7 12.0 11.7 12.1 12.1 1.2
9 12.4 11.4 11.4 11.7 12.4 11.9 1.0

10 11.5 13.9 13.1 11.9 10.7 12.2 3.2
11 12.0 11.9 11.9 13.2 12.2 12.2 1.3
12 13.3 11.6 10.7 13.2 11.4 12.0 2.6
13 11.9 12.5 13.8 11.6 13.0 12.6 2.2
14 12.2 12.6 12.4 13.2 11.5 12.4 1.7
15 12.3 11.4 14.1 13.1 12.1 12.6 2.7
16 11.8 12.6 12.3 11.2 10.8 11.7 1.8
17 13.8 12.3 12.4 14.0 11.3 12.8 2.7
18 10.4 11.8 13.2 12.8 11.7 12.0 2.8
19 12.0 11.2 12.1 11.7 12.1 11.8 0.9
20 11.8 12.4 13.8 11.7 13.0 12.5 2.1

Totals 243.3 40.9

spection with a sorting out of 
bad items, or

(2) Returned to the sender for re­
checking in order to bring the 
lot up to standard.

The justification for acceptance 
sampling in terms of cost again de­
pends on a balance between in­
spection costs and the probable 
cost of passing bad items. Various 
techniques have been developed 
for obtaining the most economical 
sampling plans for given situations 
and also for measuring the oper­
ating characteristics and efficiency 
of the plan.1

1 See References 3, 4, 8, and 9 on page 
45.

2 See References 1, 10, and 11 on page 
45.

— Estimation Sampling may be 
used to determine by sampling the 
rate of occurrence of certain attri­
butes within prescribed limits of 
precision and reliability. Thus, this 
method can be used to determine 
the portion of our data that does 
not conform to our established 
standards. Estimation sampling 
may also be used to estimate 
variables (error rates in dollars, 
pounds, etc.) within prescribed 
limits of precision and reliability. 
Thus, where acceptance sampling 
provides merely an accept or re­
ject decision, estimation sampling 
attempts to give us an indication 

of the rate of error and/or the size 
of the errors occurring in our data. 
Estimation sampling is therefore of 
particular value where we would 
like to have some idea of the num­
ber of errors and/or their size.2

— Haskins & Sells Sampling Plan 
gives us results similar to estima­
tion sampling; however, it has an 
advantage in that (1) it permits 
evaluations on a mathematically 
rigorous basis without the assump­
tions concerning normality and 
other data that are required with 
estimation sampling, (2) it auto­
matically provides for the stratifi­
cation of data, a task which is not 
easily accomplished with estima­
tion sampling, and (3) it auto­
matically weighs the effect of nu­
merical errors (attribute errors) 
when monetary errors (variables) 
are appraised.

All of the above sampling tech­
niques are suitable for various given 
situations; there are also other 
methods, and I am sure new meth­
ods will be developed to do a 
particular job as changing condi­
tions may require it.

Our second technique is control 
charts. Control charts may also be 
constructed for variables (which is 

usually the case with continuous 
operations) and for attributes or 
the simple two-valued classifica­
tion: yes or no, right or wrong, 
acceptable or not acceptable. These 
various charts are as follows:

Control models for variables

— An “X” chart calculation gives 
us a plot over a period of time of 
sample means taken from an oper­
ation in order to help us establish 
an average (mean) that will be 
acceptable over the specific period 
of time.

— The “X” chart’s counterpart is 
the “R” chart, and this calculation 
gives us a plot over a period of 
time of the ranges of the same 
samples used to set up the “X” 
chart.

— The “X" and “R” charts are 
often employed together in control 
operations. In setting up control 
charts we will be concerned with 
their effectiveness as operational 
models. It should be noted, there­
fore, that Operating Characteristic 
or OC curves may be constructed 
for any type of control chart. These 
OC curves provide a measure of the 
relative ability of the control chart 
to detect changes in the basic pat­
tern of variation. An example show­
ing the construction of an “X” and 
an “R” chart will be found at the 
end of this article.

Control models for attributes

• A “P’ chart is used for a con­
stant sample size when the item 
sampled is assessed and then placed 
into one of two defined classes. The 
proportion of units falling into one 
class may be controlled over time 
(or from one sample to another) 
with this “P” chart. This control 
chart is most useful in work sam­
pling studies in that the observed 
proportions can be verified as “in 
control” and following a stable pat­
tern of variation or “out of control” 
because of an unstable pattern.

• A “P” chart with variable sam­
ple size may also be constructed.

• A “C” chart with constant sam- 
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ple size is constructed when the 
variable process provides numeri­
cal data to be recorded as a num­
ber rather than a proportion. An 
example of this would be the 
number of arrivals per hour at a 
given point requiring some service 
where we need to know what level 
of service capability we must pro­
vide for at different times of the 
day.

• A “C” chart with variable sam­
ple size may also be constructed.

Operating characteristic (OC) 
curves, which provide a measure of 
the relative ability of the control 
chart to detect changes in the basic 
pattern of variation, may be con­
structed for any of the above 
charts.3

Constructing a chart
Table I on page 42 shows a situ­

ation where 20 samples of 5 items 
per sample have been taken. The 
sample values shown in this table 
could represent:

• Time factors such as:
— How long it takes a group 

of men to do a job
— The length of time it takes 

something to move from one 
place to another

— The lead time between plac­
ing a purchase order and 
receiving the material

• Measurement factors such as: 
— Various dimensions of non- 

uniform products produced 
or sold

— Container or cargo dimen­
sions used to ship products

• Cost factors such as:
— Cost of materials
— Labor costs
— Yields of a process

• Weight factors such as:
— Bulk weight shipments
— Weights of containers filled 

on an assembly line
• Strength factors such as:

— Tensile strengths
— Acid strengths

• Etc., Etc.
The X shown in Table I is the

3 See references 3, 4, 5, 6, and 7 on 
page 45.

TABLE II
FACTORS FOR THE CONSTRUCTION OF X & R CHARTS*

Sample 

Size, n

X Chart R Chart
d2 A2 D3 D4

2 1.128 1.880 0 3.267
3 1.693 1.023 0 2.575
4 2.059 0.729 0 2.282
5 2.326 0.577 0 2.115
6 2.534 0.483 0 2.004
7 2.704 0.419 0.076 1.924
8 2.847 0.373 0.136 1.864
9 2.970 0.337 0.184 1.816

10 3.078 0.308 0.223 1.777
11 3.173 0.285 0.256 1.744
12 3.258 0.266 0.284 1.716
13 3.336 0.249 0.308 1.692
14 3.407 0.235 0.329 1.671
15 3.472 0.223 0.348 1.652
16 3.532 0.212 0.364 1.636
17 3.588 0.203 0.379 1.621
18 3.640 0.194 0.392 1.608
19 3.689 0.187 0.404 1.596
20 3.735 0.180 0.414 1.586

NOTE: For all the sample sizes shown, values in the A2, D3, and D4 columns have been cal­
culated at three sigma control limits, which give us a reliability of 99.7 per cent in 
our results. The d2 column designates the expected ratio between the average range, 
R, and the standard deviation of the process for the sample sizes shown.

*Factors taken from A.S.T.M. Manual on Quality Control of Materials.

mean or average of the five num­
bers shown on each line. Thus, for 
Sample Number 1 the X would be 
11.5 + 10.8 + 13.1 + 11.6 + 11.4 
=58.4 = 5 = 11.7.

The R or Range shown in Table

Our R chart is constructed as 
follows:

1. R is obtained from equation 
(a) as follows:

m
∑ R

Equation (a) R = i = 1
m

which is simply calculated by 
taking the sum of the R values 
shown in Table I and dividing 
this sum by the 20 samples 
taken, or
40.9= 2.045, or R = 2.05
20

2. The control limits are then de­
termined from equations (b) and 
(c), which are:

Equation (b) UCLR = D4R

Equation (c) LCLR = D3R

where UCL = Upper Con­
trol Limit

LCL = Lower Con­
trol Limit

and Values for D are obtained 
from Table II, on this page. 
Using equations (b) and (c) we 
get:
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I is the difference between the 
highest value and the lowest value 
shown on each line. Thus, for Sam­
ple Number 1 the Range or R 
would be 13.1 — 10.8 = 2.3.

From the information contained 
in Table I we will first construct 
an R chart. There is a real advan­
tage to constructing an R chart 
before you construct the X chart. 
Since we get an estimate of the 
variance of the sample means from 
R (See equation (a) below), the 
construction of the X chart will de­
pend upon the control of our vari­
ability. Thus, if the X chart were 
constructed first and all the X 
values fell within the limits, the 
chart might still have to be revised 
if the variability was not in control 
when we constructed our R chart. 
In effect, a revised estimate of our 
process variation would have to 
be included in new limits on both 
the R and X charts.
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Figure 2
R Chart For Data Shown on Table I

UCLr = D4R = 2.115 X 2.05 = 
4.34

LCLr = D3R = 0 X 2.05 = 0

Note that we took 20 samples of 
5 items per sample. Therefore, in 
using Table II, our sample size 
(n) is 5.

These limits (43.4 and 0) are 
used to construct the R chart shown 
in Figure 2 on this page, and the R 
values shown on Table I are plot­
ted on it. Since Figure 2 shows 
that all R values fall within the 
control limits, the R chart is ac­
cepted as a means of assessing the 
subsequent process variation in the 
process we are trying to control. 
Had an R value (or point) fallen 
outside our calculated limits, this 
point would have had to be dis­
carded and our limits recalculated.

The next step is to construct the 
X chart. The mean of the sample 
means, X, is found from Equation 
(d).

which is simply calculated by 
taking the sum of the X values 
in Table I and dividing this 
sum by the 20 samples taken, or 
243.3 _

= 12.165, or X = 12.17.

The mean of the sample ranges, 
R, has already been calculated as 
2.05. Preliminary control limits for 
the X chart may now be calculated 
from equations (e) and (f) shown 
below:

Equation (e)
UCL_ = X + A2R

X

Equation (f)
LCL_ = X - A2R

X

(The A2 factors are obtained from 
Table II)

Thus: UCL = 12.17 + (0.577 
X

X 2.05) = 13.35
And LCL_ = 12.17 - (0.577 

X
X 2.05)= 10.99

These limits are used to construct 
the X chart shown in Figure 3 on 
page 45. The X values from Table 
I are then plotted on this same 
chart.

Since Sample Number 3 exceeds 
the upper control limit we have an 
indication that at this point in time, 
the population from which this 
sample was selected was not in­
dicative of a stable pattern of vari­
ation. Some change occurred be­
tween the time we selected Sample 
Number 2 and Sample Number 3. 
It should also be noted that after 
Sample Number 3, the process re­
turned to its original state. The 
mean of Sample Number 3 might 
have exceeded our upper control 
limit by chance. Alternatively, the 
pattern of variation could have 
shifted some time before Sample 
Number 2 and not returned after 
this time; however, Figure 3 shows 
that the pattern of variation was 
normal after Sample Number 3. 
Therefore, the data of Sample 
Number 3 are discarded and the 
control limits recalculated for the 
remaining items. The mean of the 
remaining sample is 

and the control limits are revised 
to:

UCL = 12.09 + (0.577 X 2.05) 
X

= 13.27
LCL = 12.09 - (0.577 X 2.05) 

X
= 10.91

These revised limits are shown on 
Figure 3.

The range is not recalculated 
because we have assumed that the 
process variation did not change 
when Sample Number 3 was se­
lected. Our reasons for this assump­
tion are as follows:

1. The mean of Sample Number 
3 exceeded our upper control 
limit by chance

OR
2. The pattern of variation 

shifted some time before Sam-
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Equation (d) X =

m _
∑ x
i = 1

m

243.3 - 13.5
19 = 12.09
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Figure 3
X Chart For Data Shown on Table I

ple Number 2 and did not 
return thereafter. However, 
examination of Figure 3 
clearly indicates that it did 
return on the very next sam­
ple item and remained quite 
stable thereafter.

We therefore assumed that the 
excess mean of Sample Number 3 
was caused by chance and there­
fore rejected it and recalculated 
our limits for the X chart. Follow­
ing this reasoning, it is not neces­
sary to recalculate our range. Both 
our X and R charts can now be 
used to monitor the operation we 
wish to control.

Conclusion

In order to present this material 
in a reasonably understandable 
form, statistical theory has been 
kept to a very bare minimum, cer­
tain statistical concepts have been 

defined in very simple terms that 
probably would not satisfy a statis­
tician, and a great deal of material 
has not been covered at all. There­
fore, no one should assume from 
a reading of just this article that 
he is now ready to set up mod­
els of statistical control. My pur­
pose has been to acquaint you with 
the potential of these tools and 
not to instruct you sufficiently so 
you can start using them. You have 
only been given the 25-cent tour 
of the statistician’s workshop and 
for 25 cents I felt justified in tak­
ing certain liberties with my ex­
planations. But if you now have 
a few new thoughts on the matter, 
then, I believe, you have received 
your quarter’s worth.
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