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Abstract: The use of semantic in Natural Language Processing (NLP) has sparked the interest of academics and businesses 
in various fields. One such field is Automated Short-answer Grading Systems (ASAGS) for automatically evaluating 
responses for similarity with the expected answer. ASAGS poses semantic challenges because the responses of a topic are in 
the responder’s own words. This study is providing an in-depth analysis of work to improve the assessment of semantic 
similarity between corpora in natural language in the context of ASAGS. Three popular semantic approaches are corpus-
based, knowledge-based, and deep learning are used to evaluate against the conventional methods in ASAGS. Finally, the 
gaps in knowledge are identified and new research areas are proposed. 

Keywords: Automated Short-Answer Grading System (ASAGS), Natural language processing (NLP), semantic similarity, 
Question Answering Systems (QAs) 

 
 
1 Introduction  

Semantic similarity has a significant impact on the accuracy 
of natural language processing systems such as Automated 
Short-Answer Grading systems. ASAGS analyses and 
matches responses with the answer by using natural language 
processing. Responses in natural language can be ambiguous 
and therefore difficult to be understood. 

Answers in ASAGS can be long, up to as many as 20 words. 
This is a challenge for syntactic processing. Furthermore, the 
order and relationship of these words affect the actual 
meaning of the answer. Answers provided by students may 
not be syntactically correct. As such, do we regard answers 
with poor grammar and structure but correct content as true 
or false? Furthermore, some answers are to be evaluated 
using a range of marks. What criteria are used to grade these 
responses? These are sources of irregularities that impact 
grading accuracy. These factors are similar to problems 
faced in text similarity analysis described in [1]. 

Furthermore, there are different question types in ASAGS: - 
factoid, descriptive, short, and long questions. Different 
questions types affect the intent of the answer, i.e. to assert a 
fact, to provide a description, or to assess. This can affect the 
grading accuracy. 

The objective of this study is two-fold: - 

1. To examine the limitations of traditional and 
existing methods.  

2. To identify gaps in knowledge for further studies. 

This paper is arranged as follows:- 

Section 2 describe the background of the study. Section 3 
presents the in-depth analysis of text semantic similarity in 
which we have identified the strengths, weaknesses and 
applications. Section 4 explains problems and presents open 
issues and provides some solutions. Section 5 proposes the 
method for text semantic similarity. Section 6 discuss the 
preliminary results and the paper finally concludes in section 
7. 

2 Background of the Study 
There are various traditional measures used to extract the 
short text similarity, like string-based measures, corpus-
based measures, and knowledge or ontology-based 
measures. Using standard metrics, a number of studies were 
able to get good results. However, because of the limitations, 
a variety of novel approaches have been presented. 
Meanwhile, the growing trend of neural networks, such as 
the deep learning (DL) models improves the extraction 
technique of semantic similarity.   

Many applications such as text classification, information 
retrieval, and sentiment analysis employ semantic similarity 
and achieve positive outcomes. The practice of classifying 
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text into ordered groupings is known as text classification, 
sometimes termed as text tagging or text categorization. Text 
classifiers assess text using Natural Language (NL) and 
apply pre-defined labels or classes based on its content [1, 
2]. 

However, sentiment analysis refers to recognizing emotions. 
Whereas information retrieval is used to extract the meaning 
of the text.  Information retrieval is an active research area 
in the field of data mining. It uses different forms of 
platforms to extract the data. Like documents, PDF files, 
tweets, search engines. ASAGS (automated Short Answer 
Grading Systems) is the process of assessing students' replies 
on exams. Most of the present ASAGS systems evaluate 
scores entirely based on replies. This research article 
includes and proposes the model that will be utilized as the 
baseline model and can provide state-of-the-art results in 
automated short grading systems ASAGS. It is important 
that short texts (subjective answers) must be understandable 
and disambiguated so that learners can find accurate 
information. 

However, short text similarity is also related to textual 
entailment (TE) and paraphrasing techniques. Which is 
mostly used in many natural language processing tasks. 
These techniques differ from each other. Textual entailment 
uses the direct relation among text fragments by using the 
hypothesis techniques, whereas paraphrasing is used to 
recognize the same meaning of the text, both techniques 
work on yes or no decisions. ASAGS uses these techniques 
to rate the semantic relatedness among groups of words or 
sentences [1]. The textual semantic similarity has been 
proposed in 2006, where only a small amount of text was 
supposed to be included but after that research becomes 
enhanced from short to long and long to individual words 
[1]. It also works well in many web applications like 
ontology generation, keyword extraction, and entity 
disambiguation.   

There are many traditional methods used in natural language 
processing and the most common are, Bag of words, Vector 
space model, and BM25 [2], these methods help to generate 
the words in a text. In NLP usually, traditional methods are 
poor method that can’t properly detect the semantics of text 
at conceptual levels. Due to the limited amount of text, it is 
not easy to calculate semantic similarity with these methods.   

Several other methods such as n-gram-based, word-based 
method, long-based distance so on and so forth are used to 
fix the real word errors to improve the accuracy for short 
answers [3], but some limitations that cause the problem of 
duplication as well as produce low accuracy [4]. 

Moreover, some algorithms such TPB contains high time 
complexity because it uses several semantic relationships. 
One study mentioned the relationship diagram for short texts 
known as knowledge graph and random walk method to 
improve the concepts of optimal word segmentation [5]. 
However, another study provides the attention neural 

network approach for reading the text [6] these methods 
distinguish the text summarization and semantic information 
of the text. However, Narasimhan 2018 proposed a method 
that provides the input transformation to set the optimal 
changes to the model architecture to extract the answer from 
relevant questions [7]. [1] Meanwhile, a study suggests a 
new QA system for extracting grounded and commonsense 
information from the text [8]. A study presented by [9] 
reviewed how to gain new facts about the world based on 
knowledge graphs. Most of these methods are task-oriented. 
Although these methods have good expressiveness on 
particular tasks, they still lacks understanding and failed to 
improve the accuracy of answers. Some studies focus on 
external knowledge to upgrade the quality of topic 
identification and disambiguation in short texts. However, 
[10] suggest that related features from LDA can also help 
with disambiguation. They worked to capture semantic 
relations between terms using the novel approach LDA, this 
approach helps to improve the accuracy of short text 
conceptualization by using context semantics. Whereas 
POSs like verbs, adjectives, and other attributes, can also 
help to identify keywords from texts. Moreover, the study 
also introduces the framework for short texts that detect the 
errors from text [10]. More specifically, the work has been 
divided into three subtasks to understand the short text: Text 
segmentation, type detection, and concept labeling. 
However, another study presents an approach to solving the 
problem of semantic similarity in test papers, with the help 
of density entropy. They selected the various question papers 
from the item bank and then applies the calculation of 
semantic similarity to detect the intelligent test papers from 
the corpus. [4].Furthermore, in a study [11], the researchers 
developed the algorithm to improve the performance of 
STSS with low time complexity. This algorithm 
incorporated the different WordNet-based measures to 
address the word pairs with specific POSs that help to 
improve the evaluation of semantic similarity. Moreover, 
one study represented the work, that focusing one semantic 
textual similarity (STS) of a question pair [11]. In this study, 
they find if two questions have the same answers, then they 
are semantically equivalent [1].  To compute semantic 
similarity for short texts is important in many areas. Many 
approaches have been proposed that uses linguistic analysis. 
These methods determine whether the words in two short 
texts look alike, in terms of the largest common substring 
(LCS) [12]. These approaches usually work for trivial cases.  
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In text semantic analysis we have presents the limitations 
and strengths of corpus-based measures. However, Table 2 
Presents the knowledge-based measures. These measures 
have certain limitations and strengths. These methods are 
frequently used to extract keywords from the text. Another 
measure known as String-based similarity was employed in 
the short text at the start of the investigation. Such as cosine, 
jacquard, LD, Euclidian distance, LCS have been proposed 
to deal with short text similarity.  Like corpus and ontology-
based measures, string-based measures couldn’t identify the 
sequence of words properly. However, cosine similarity is 
still used in a variety of other techniques, such as deep 
learning and other neural networks. The calculation of short 
text similarity using string-based similarity metrics is still 
challenging. In similarity computing, we need to make it 
possible for machines to interpret short messages better. 

Traditional text extraction methods, such as string or corpus-
based metrics, and ontology-based methods, are inadequate 
to detect the text. The corpus-based and knowledge-based 
measures are also known as non-Deep learning measures. 
Corpus-based measures are corpus-dependent, they are used 
to take two or more sentences from the corpus and calculate 
them. However, knowledge-based measures use the concept 
of ontologies. These are the metrics that are used to 
determine how similar two or more words are. In knowledge-
based measurements, the notion of WordNet is frequently 
utilized. Moreover, nowadays machines becomes trained by 
using deep learning approaches. These approaches can be 
used as a combined approach with corpus or string-based 
measures.  

Some deep learning techniques are neural networks. Such 
as,CNN, RNN, BERT, Because of their strong 
characteristics, these models are commonly employed in 
short text similarity. The accuracy is far higher than the 
previous techniques. 

Table 3. Applications and datasets used in Traditional 
semantic similarity measures 

Base 
method   

Dataset  Applications  Researc
h  

String Based  MSRP(Micr 

soft paraphrase 
corpus)  

WordNet  

LCS  

Vector-Based  

[16] 

Combined 
(String & 
Corpus-
based)   

MSRP(Micr 

soft paraphrase 
corpus)  

LCS  

PMI-IR  

LSA  

[17] 

Corpus-based  Gigaword & 
DUC-2004.  

Word   

Embedding  

Vector-Based  

[18]  

Table 1: Corpus-Based Measure. 
Method Strengths Limitations Research 

Support 
vector 
machine  

It works 
well with 
a huge 
amount of 
data.  

It can't tell the 
difference 
between 
homophones 
and synonyms. 

[13] 

Latent 
semantic 
analysis  

LSA can 
identifies 
the 
polysemy  
problems 
from the  
text  

LSA doesn't 
care about the 
sequence of 
words in a 
sentence. 

[14] 

Word2Ve
c 

Easy to 
train and 
powerful 
as 
compared 
to other 
approache
s.  

Word2Vec can’t 
deal with terms 
that are not 
familiar.  

[14] 

LDA It can 
evaluate 
semantic 
associatio
ns 
between 
short 
texts. 

Inefficient to 
identify the 
sequence of 
words in a 
sentences.  

[14,15] 

Table 2: Knowledge-Based Measure. 
Metho
d 

Strength Limitations Research 

Shorte
st path  

Help to 
analyze the 
informatio
n 
disseminati
on. And 
finds the 
latent 
relationshi
p in 
weighted 
social 
networks.  

Ignores 
necessary 
details and 
unable to 
solve the 
negative edge 
outcomes. 

[13] 

Lesk Easy to use Inefficient to 
identify 
necessary 
details.  High 
exponential 
complexity. 

[14] 

WuP  It helps to 
extract the 
synsets 
from 
WordNet 
taxonomies
. 

It doesn't take 
into account 
how 
semantically 
related the 
ideas are. 

[14] 
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The above Table 3. Summarizes the main datasets used in 
traditional text similarity techniques. The Microsoft 
paraphrase is the most frequently used corpus employed by 
various studies. This dataset includes 5801 sentence pairs 
that may be extracted from newspapers and social media 
sites. Other data sets, such as Kaggle and gig word, have 
extensively explored text semantic similarity. WordNet, 
LCS, and vector-based similarity metrics, on the other hand, 
have been widely used by three conventional methods.  

Problem Analysis in Short-Answer Grading Systems 
(ASAGS) 

1.  Purpose: 

To extract the most relevant answers from  

The textual information of QA pairs [25] 

Technique Used: 

IKAAS, LSTM, CNN, TrecQA dataset 

Problem analysis: 

a) 100 instances predicted incorrectly.  

b) Couldn’t recognize the factoid answers.  

c) Unable to predict the positive answers.  

d) Failed to give better performance on how-many 
question 

2. Purpose: 

To enhance the model by adding different attentive features 
[26] 

Technique Used: 

BERT (Embedding with Word2VEC & Glove), 

WikiQA dataset  

Problem analysis: 

a) Word2VEC with glove embedding lead to poor 
performance on the model.  

b) No major improvement while adding another 
convolution layer.  

c) Softmax functions were added for the matrix 
multiplication that didn’t lead to greater 
performance. 

d) 1636 features were added through logistic 
regression input that exceeded the training time.    

e) Poor generalization on test data 

3. Purpose: 

Uses web pages to improve the accuracy of answers.  
Technique Used: 

BMQA (Stanford NER & Alchemy NER, Sentence 
matching), TrecQA data set [3]. 

Problem analysis: 

a) Combined approach exceeded the training time. 

b) Sentence matching produced a good score of 
accuracy but it detects correct and incorrect 
answers together that causes the noise. 

c) Sentence matching ignored the features that are 
not properly detected by NER, hence the accuracy 
was affected, and decreased. 

4. Purpose: 

Uses language model to understand the question and answers 
[15] 

Technique Used: 

Bert (BB-bow, BB-CNN, BB-RNN)  

Problem analysis: 

a) Sparsity of the training  data  

5. Purpose: 

Helps to extract the words [27] 

Technique Used: 

BM25, (Tf-idf factors), TrecQA dataset  

Corpus-
based  

OSAC  Word   

Embedding  

Vector-
Based  

[19] 

Knowledge-
based  

PILOT  WordNet  

Vector-
Based  

[20] 

Corpus-
based  

MRPC,  

P4PIN, STS20 
15  

Word   

Embedding  

Vector-
Based  

[21] 

String & 
knowledge-
based  

M&C,R&G,W 

S-353  

WordNet  

LCS  

Structure-
based  

[22] 

Corpus-
based  

ASAGSent,  

MSRP  

Word   

Embedding  

Vector-
Based  

[21,23] 

Corpus-
based  

Kaggle  WordNet 
LSA  

[24]  
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Problem analysis: 

a) It only has a small amount of text 

b) It considered the scores of various terms that 
give independent evidence of similarity. 

6. Purpose: 

It extracts the exact verse from the Holy  

Quran by using semantic similarity [28] 

Technique Used: 

N-gram (BPNN Backpropagation neural network), 

 Reference dataset  

Problem analysis: 

a) The question doesn’t contain the network activities 
of EAT, which in return cause the long sentence as 
an answer  

b) Takes longer time processing, as the questions are 
not limited.   

c) A number of text words in ontology produces the 
same meaning.     

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

The above table 4. Shows the issues and solutions of 
problems identified from several various studies. These 
studies show that cosine similarity can be better utilized for 
text extraction techniques. However, the language model 
Bert also contains adequate qualities such as transformers 
and classifiers, which can extract responses from datasets 
using preprocessing techniques. 

Proposed Method for Short Text Semantic Similarity: 
Bert Language Model 

Semantic similarity is still the most unresolved issue in 
short-answer grading systems ASAGS. There are five major 
categories of questions. Factoid questions, Descriptive 
questions, hypothetical questions, list type, and Procedural 
type questions. Factoid questions usually give short answers. 
The answer to these questions is like a sentence, a piece of a 
text, and requires a single answer only. This may help to 
clear the concept of retrieving the short answers. Table 4. 
Presents the research gaps from various studies. Based on the 
proposed solutions we believe that the major gap is to form 
a model that helps to retrieve the correct answers by using 
text classification, text summarization as well as text 
preprocessing techniques. Nowadays, deep learning captures 
higher attention in the field of semantic similarity. DL helps 
to improve the performance of various models through 
various robust features. One of the well-known and recently 
developed models is known as the Bert language model [29]. 
This model helps to understand different syntactic and 
semantic rules of language. In the information retrieval 
process, it can identify the next keyword as well as predict 
the next sentence. In this research study, we are proposing 
the model known as the Bert answer selection model 
[27.]The Bert Language model can understand the language 
and produces the text with semantic and syntactic rules [29]. 
Bert language model can be enhanced and produce more 
accurate results through the help of text classification and 
text preprocessing techniques. Further, we can use the cosine 
similarity with the Bert model to extract the most relevant 
answer. 
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Step -1 
Data cleaning  

Identif
y noise 

Remov
e noise 

Normalize 
the text 

Data 
masking 

Tokenizatio
n 

Lemmatizati
on  

Named-
entity 

recognition 

Table 4: Open Issues and Proposed Solutions. 
Base 
method   

Dataset  Application
s  

Resear
ch  

String 
Based  

MSRP(Micr 
soft 
paraphrase 
corpus)  

WordNet  
LCS  
Vector-
Based  

[16] 

Combined 
(String & 
Corpus-
based)   

MSRP(Micr 
soft 
paraphrase 
corpus)  

LCS  
PMI-IR  
LSA  

[17] 

Corpus-
based  

Gigaword & 
DUC-2004.  

Word   
Embedding  
Vector-
Based  

[18]  

Corpus-
based  

OSAC  Word   
Embedding  
Vector-
Based  

[19] 

Knowledge
-based  

PILOT  WordNet  
Vector-
Based  

[20] 

Corpus-
based  

MRPC,  
P4PIN, STS20 
15  

Word   
Embedding  
Vector-
Based  

[21] 

String & 
knowledge-
based  

M&C,R&G,
W 
S-353  

WordNet  
LCS  
Structure-
based  

[22] 

Corpus-
based  

ASAGSent,  
MSRP  

Word   
Embedding  
Vector-
Based  

[21,23] 

Corpus-
based  

Kaggle  WordNet 
LSA  

[24]  
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Result Comparison 

Fig. 1: Preprocessing Pipeline for automated short-
answer grading systems ASAGS. 

In-text retrieval systems preprocessing techniques (Fig 1.) 
help to reduce the semantic and syntactic problems.  Data 
cleaning and linguistic processing are some of the 
fundamental rules of text preprocessing. The purpose of 
using data cleaning is to detect the noise from text like stop 
words, punctuation marks, tags, and so on. After detecting 
and removing the noise from text, data masking can be 
applied which hides the sensitive information. Whereas 
character normalization uses linguistic processing like 
lemmatize the text by removing suffixes from the text. Data 
cleaning and linguistic processing work simultaneously 
whenever they receive the input. Linguistic processing uses 
the tokens to identify the keyword through parts of speech 
tagging or named entities recognition. However, we can 
apply the Bert language model and cosine similarity to 
capture the semantics from texts. The proposed method can 
help to detect the most relevant answers by using data 
cleaning and linguistic processing techniques.     

Preliminary Results and Discussion 

Table 5: Shows the preliminary results of text semantic 
similarity. 

A short survey (Table 5.) was done to identify the 
performance of various models used in different studies to 
extract the similarity. The model proposed by [29] extracted 
the most relevant answers through an attention network.  
Lots of variations has been done in this study, after multiple 
alterations this model achieved good performance results. 
But failed to capture the short answers like factoid answers. 
Another study [30] uses the Bert model. After adding 
multiple features to enhance the model performance, this 
study achieves the average results. We couldn’t find any 
major results from the study [15] but have noticed the 
performance of work by doing the problem analysis. The 
study [31] proposed the Bert model. This model has achieved 
better responses. But due to a lack of preprocessing 
techniques, some keywords couldn’t be identified. Overall 
Bert is a novel language model that can be enhanced through 
various robust features. This study used various classifiers to 
detect the accurate answers, Like BB-Bow, BB-CNN, and 
BB-RNN and the results have been detected through 
wikiQA, TrecQA Raw, and TrecQA clean dataset. The 
performance of the model has affected the complexity due to 
the lack of preprocessing. But due to slight changes in the 
Bert model, the model has improved its performance on the 
different data sets. The results show that the Bert model has 
a positive impact on answer selections tasks.  

The performance of the Bert language model can be best 
utilized by extracting the data for ASAGS. We have also 
noticed that the Bert model gives better results on short texts 
rather than long paragraphs. The study [2] enhances the 
BM25 model through Tf-idf factors but still needs some 
modifications through cosine similarity to better understand 
the text. We have checked that cosine similarity provides a 
major role in text semantic similarity. In information 
retrieval and related research, cosine similarity is a 
commonly used measure.  

1. Evaluation Metrics  

Mean average precision (MAP) and mean reciprocal rank 
(MRR) metrics are used to evaluate the model results (Table 
6.). These metrics help to extract the keywords from 
candidate answers and select the most relevant answer. Mean 
reciprocal rank is only used to rank the first suitable answer. 
However, mean average precision order the all matched 
answers present in the data set. [32].   

The equations of these measures are: 

𝑀𝐴𝑃  |𝑄|𝑚𝑗 𝑚𝑗𝑘=1(𝑅𝑗𝑘)   [27]                                          

 

 MRR    (Q) = | 𝑄|  =|1 𝑟𝑗                                               
                                                             [27] 

Reference Mean Average 
Precision (MAP) 

Mean 
Reciprocal 

Rank 

(MRR) 

[2] [0.243]  [0.6775] 

[3] - - 

[25] - 0.778 

[26] - 0.710 

[27] 0.789 0.810 

[29] 0.7843 0.844 

[30] 0.7540 0.771 

  

Step-2 
Linguistic Processing 

Semantic Similarity Measurement 
Bert language model + cosine similarity  
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Table 6: Description of parameters used in equation. 

Conclusions 
The main consideration of this study is to demonstrate the 
several problems raised by previous studies. Based on the 
literature and previous work, we have also selected certain 
techniques, such as string, corpus, and knowledge-based 
measures that are frequently used in short answer grading 
systems ASAGS. However, there are certain drawbacks in 
utilizing these methods. We have also identified the key 
research trends and gaps from recent studies. The primary 
issues have been discovered through the problem analysis. 
Because of the semantic and syntactic restrictions, a number 
of models were unable to identify the short answer 
accurately. This research study highlights some 
advancements in a neural network as well. A preliminary 
survey has been done to check the responses from various 
studies.We have also noticed, if preprocessing techniques 
will be employed properly then there will be very limited 
chances of risk to appear in the text generation process. 
Preprocessing techniques based on tokenization and 
lemmatization, normalization, and text summarization. 
These techniques help to detect the correct answer that is 
most relevant to the questions. In deep learning, language 
models like Bert work well and can better detect the correct 
answers. Further, robust features like modifications in 
classifiers can assist to enhance the model to improve the 
accuracy of answers.  
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