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ABSTRACT

Abstract heading

This report presents an updated assessment of the cyberthreat landscape in the context
of CySiMS-SE. It is based on the previous work from CySiMS “D1.1 Risk Model and
Analysis” and the methodology from CySiMS-SE “D2.1 Expanded risk and CBA
methodology”. The goal has been to show how we obtain required means and
opportunities of attack vectors for the PKI and motivation factors for potential threat
actors.
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1 Introduction

The maritime sector and infrastructure are critical to Norway, EU and the world economy. Digital technology
for ships is in continuous development, and cyber security is an important enabler to ensure safe and reliable
operations. Cyber Security in Merchant Shipping (CySiMS) (2015-2018) was a Research Council of Norway
funded project, which designed security solutions to protect digital communication in the maritime domain.
The results have been met with much interest in the maritime community, but there is now an urgent need to
develop the specifications from the CySiMS project into a complete system.

The underlying idea of CySiMS-SE is to demonstrate and operationalize a secure communication solution
for the maritime sector and integrating this with the onboard computer architecture. The solution will include
a Public Key Infrastructure (PKI) and necessary hardware and software for secure information exchange
across systems on the bridge, off-bridge and on shore. This will provide the world's first open, integrated, and
cost-effective protection against cyber-attacks on critical safety and operational information, while
contributing to preserving Norway's position as a leading seafarer nation leading the way in developing,
adopting and selling technological innovations.

This report presents an updated assessment of the cyberthreat landscape in the context of CySiMS-SE. It is
based on the previous work from CySiMS “D1.1 Risk Model and Analysis” [1] and the methodology from
CySiMS-SE “D2.1 Expanded risk and CBA methodology” [2]. The goal has been to show how we obtain
required means and opportunities of attack vectors for the PKI and motivation factors for potential threat
actors.

2 The maritime cyberthreat landscape

The scope of our analysis is the maritime PKI processes and technology stemming from CySiMS and
CySiMS-SE. However, this is a new system yet to be fully realised, and it is therefore useful to look at work
related to the wider maritime cyberthreat landscape.

During the autumn of 2020, a study on historical incidents and threats in the maritime sector was performed
by SINTEF on commission by the Norwegian Coastal Administration. The report [3] from this work is
publicly available (in Norwegian) and gives an overview of:
e Ship systems, communication channels and related infrastructure onshore.
Previous work on assessing maritime threats and vulnerabilities.
An overview of 35 known cyber security events related to maritime from the last decade.
A prioritized list of the top-10 cyber threats based on previous incidents.
A brief discussion of contemporary and future threats.

Figure 1 shows the resulting top-10 cyber threats, which shows that there has been a wide variety of attacks.
In general, there has not been a large number of incidents compared to other sectors, but the consequences
of these events have been among the most severe in any sector [3]. Such attacks with low frequency and
high impact represent risks that are hard to predict and defend against.
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Figure 1. Top-10 cyber threats based on past incidents.

In CySiMS-SE we expanded the maritime incident and threat study in [3] and created a scientific paper for
international dissemination. The authors” manuscript of this paper is included in Appendix A.

As an additional input to the Maritime Strategy for Digital Security [4] developed in collaboration by the
Norwegian Maritime Authority and the Coastal Administration, DNV-GL [5] conducted an online survey
among stakeholders in the maritime industry regarding vulnerabilities. From this study, 51 respondents
indicated that the most vulnerable systems were:
Software-based control and automation systems onboard (62,7%)
Software-based navigation and communication systems onboard (52,9%)
Software-based information systems onboard (33,3%)

e  Other systems onboard (11,8%)
The survey also showed that IT-systems onshore are standard commercial off-the-shelf (COTS) products and
share the same risks as in other sectors.

The CySiMS-SE PKIl is basically a distributed system that resides on-shore as a part of IT-systems,
communication system and tied to OT/navigation and IT-system onboard. Hence, there are many different
attack entry points that can have an impact on the operations and services relying on the PKI.

3 Risk estimation

As already mentioned in the previous section, attacks with low frequency and high impact represent risks
that are hard to predict and defend against. This is because past incidents cannot really give a good idea of
the risks for new designs in an evolving threat landscape. We also saw in the previous section that attackers
have been using a variety of attack entry points and methods.

Our extended risk methodology takes such concerns into account and look at various threats that can lead to
unwanted events, and different consequences that could follow them. The threat estimations are based on
the availability of potential threat actors, their opportunities of performing attacks, the required means
(resources) that are needed for the attack to succeed, and motivation factors. Such estimations are less
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dependent on historical events data, and are therefore allow us to use a proactive approach for assessing the
risk of new designs and prototypes.

Figure 2 shows the steps we have been using for expanding our methodology for risk estimation. We
initially developed the risk methodology itself for our purpose. It is based on existing approaches, such as
bow-tie modelling closely linked to formal safety assessment (FSA), capability-based modelling in the form
of resource cost trees and determining attack paths using the cyber Kill chain. These techniques are
explained in detail in D2.1 [2]. The methodology was validated using system owners for parts of business
case 1, specifically the ECDIS connected to a NavStation and the bridge communication system. The
validation study allowed us to create generic threat modelling templates as we saw the resource costs trees
shared so many common elements. This allowed us to more efficiently model unwanted events for other
situations in the business use cases. The combined results are used to evaluate and compare the risk values
of the various unwanted events, and ultimately support decisions on security investments.

Create threat

Validate modelling Apply
Develop risk . methodology templates templates to Evaluate
methodology on sample from business results

sub-systems validation usecases
results

Figure 2. Steps for the updated risk estimation.

Central to the methodology is the identification of unwanted events, threats that can lead to such events, and
potential consequences. The section below contains an explanation how we have identified these based on
the methodology in D2.1 [2].

3.1 Unwanted event and threats

Our analysis of the cyberthreat landscape in Appendix A showed that malware infection is the prevalent way
of compromising systems, and we have therefore focused the scope of our analysis towards these types of
threats. The unwanted event is related to malware compromise towards different systems or components
used in the context of the PKI and the operational pilot as described in “D1.2 Evaluation of the operational
pilot” [6]. Figure 3 shows three of the threats linked to attack points for shore-based systems and Figure 4
the same for onboard systems.

PROJECT NO. REPORT NO. VERSION
102019295 2021:00341 1.0 7 of 22



W SINTEF Digital Supply
SDIR Operate

"
PKl service

,o'VDES Base-

station (KSX)
A
v
. Q
gjr AUTONOMOUS] a
' [ ] KDA Supply
[CTKYV Supply
PKI-unit ‘ MSW

— |
Figure 3. Threats targeting shore-based systems related to the PKI.

The PKI service is responsible for receiving certificate signing requests, issuing certificates and revoking
certificates. The software is supplied by SINTEF Digital based on the OpenXPKI project and operated by
the Norwegian Maritime Authority (SDIR). The Maritime Single Windows (MSW) is supplied and operated
by the Norwegian Coastal Administration (KYV), and relies on a local PKI-unit, supplied by Kongsberg
Defence and Aerospace (KDA), for verifying and signing messages from ships.
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Figure 4. Threats targeting onboard systems related to the PKI.

Onboard the ship there are a number of reference systems/components that are relevant for the business
cases. The VDES-unit, supplied by Kongsberg Seatex (KSX), is used to communicate to other surrounding
ships and the MSW. The PKI-unit is equal to the one onshore, but operates in a different environment and
has a different threat picture. The NavStation is an integrated voyage planning and electronic chart
management station supplied by NAVTOR that uses the PKI-unit for securing messages. The Bridge
communication system provides the communication infrastructure between the systems/components. The
Single Board Computer (SBC), provided by SINTEF Ocean, is only used for test purposes in the operational
pilot, and hence not part of the risk assessment scope. The Global Navigation Satellite System (GNSS) is
also outside the scope of the risk assessment, though it provides data that is central to the NavStation.



The figures above contain the following threats where malware is the reason for compromise:
e T1: PKI service compromised at operator (SDIR/SINTEF Digital)

T2: PKI-unit used by MSW compromised (KDA/KYV)

T3: MSW system compromised (KYV)

T4: VDES-unit onboard ship compromised (KSX)

T5: PKI-unit onboard ship compromised (KDA)

T6: NavStation onboard ship compromised (NAVTOR)

T7: Bridge communication system compromised (SINTEF Ocean)

The stakeholders in parentheses of T1-T7 are the ones best suited for making threat estimations due to
knowledge of the system/component.

Figure 5 shows a high-level bow-tie diagram for the unwanted event “Business case compromised”. The
indicator values for both threats and consequences are intentionally left blank, as the detailed values from
the risk assessment are kept internal to the project partners.

Threat actor QOO0
e OO T1:PKI service compromised at (AL LS LS LS LS SS LS LSS,
Opportunity ) f HAZARD:
Means operator /
Metivation OOO00) / EA?]t_onoT_OUSJ 7
ship sailing
Threat actor QOO0 Ay ﬁ///////f//////////é
reat actor
Opportunity T2: PKl-unit used by MSW \
means OOO00 compromised
Motivation OOO0O0

QOOQQ s
C1: Collision: Damage Omoogm,imnmgm
A tocargo, crew, ships, OO0 Reputation

Threat actor OOOOO

Opportunity T3: MSW system compromised

environment
Motivation QAOAOQ commercia
Threat actor JOOOO Business case mlndi\ridual

Opportunity Omo T4: VDES-unit onboard ship I

compromised
compromised

| C2: Ghost ship: Traffic | QOO Environment

Means blocking OO0 Reputation
Motivation OOOOO OOOO0 commercial
Threat actor QOOOO) T5: PKl-unit onboard ship mlndlvldual
Opportunity compromised C3: ship halted (not | QOO Envirenment
Means seaworthy) Oomo Reputation
Metivation OCOOCO0

Threat actor OOOOO

Opportunity
Means

Mativation OO0O00

Threat actor : : : : : T7: Bridge communication system

Opportunity C0000 compromised
Means

Motivation (OO0
Figure 5. A bow-tie diagram for the unwanted event “Business case compromised”.

T6: NavStation onboard ship
compromised
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4 Threat template

We have created a threat template in the form of Excel spreadsheets to estimate values more efficiently for
each threat in the bow-tie diagram. The contents are based on the methodology described in D2.1 [2].We
have to assume that all threats are possible, but we want to make sure that they are relatively difficult and
expensive to realize that we can tolerate the risk.

Using the threat template is an iterative approach, where threat actors, opportunity, means, and motivations
are identified and given weighted values. This weighted value and the associated threat agent can then be
put back into the bow-tie diagram in Figure 5.

Threat actors

Threat

Means Opportunitites

summary

Motivation

Figure 6. The components of the threat template.

Figure 6 gives an overview of the components of the threat template. The treat summary is explained in
Section 4.1, threat actors in Section 4.2, opportunities in Section 4.3, means in Section 4.4 and motivation in
Section 4.5.



4.1 Threat summary

The threat value summary sheet is shown in Figure 6 and is used to calculate the weights. It takes input from
four other sheets, namely threat actors, opportunity, means and motivation.

Threat summary

Threat nama:
Waorst-case thraat agent:
Threat value: 0

| Opportunity Means | Fuuuunn

[Threat actor
[orho |Relative size welght | wstification |opporuniy 1 weigth  lustification [ Means a5 |Means weight Motivation | T eight |lustification |Avetage wetght

clo ololala

The thrieat value is derived from an average weight value. This vatue is based on four other weight values, and the their
estimations folkew the principles from the DWASP Risk Rating Methodology.

- For threat actors the relateive size weight Indicates how large this group is. It should be a relative number between 0 and 10.

« For opportunity tha weight should be based on the threat actor's spatial poral and
B fer explaiting The value relative rumber 10,
- For means the asse: hould wather the threat actor has th quired maans neaded to p the attack. The

walght should be a relatelee number betwean 0 and 10.

The mativation weight shauld be hased on what motivation factars and intents that can be associated to each threat actor. The
weight value should be between 0 and 10 and justify what the actor will get out of a successful attack (reward).

Figure 7. Threat value summary sheet.

4.2 Threat actors
Figure 7 shows an excerpt from the treat actor sheet.
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Threat agents should be defined on the domain. In this case, we have identified potential threat
Threat actor agents from maritime operations, in addition to generic threat profiles. These tables are not meant
to be exhaustive, but can be used as inspiration for the threat summary.

Onboard the ship
Title Description

Captain (aka

Highest responsible officer, represents the ship’s owner.
“master”)

Second in command, mainly responsible for cargo operations. Also

Chief officer/mate
responsible for safety and security.

Second officer/mate|Primary duty is navigational and safe passage.

Third officer/mate |Junior to the second mate, primary duty related to safety.

Electro-technical
i In charge of all the electrical systems on the ship.
officer

Chief Engineer Responsible for machinery onboard the ship.

sailor/ratin Performs various duties onboard the ship. May have physical access to
e the bridge for cleaning duties.

Passenger Has physical presence onboard the ship but no responsibilities.

At the port/dock
Title Description

Port Facility Security | Responsible for port security, including access control, surveillance,

Officer (PF50) inspection and handling of cargo.
Has general office tasks.
Clerk When cargo is unloaded from a ship, a clerk checks the actual count of
the goods.
IT-administrator Manages IT infrastructure,
Dock workers who load and unload ships, or perform administrative
Longshoremen . . ) )
tasks associated with the loading or unloading of cargo.
Performs duties related to documentation, cargo clearance,
Customs broker coordination of inland and ocean transportation, dockside inspection
of cargo.
Within the shipping
company
Title Description
Chief Executive Makes major corporate decisions and manages operations and
Officer (CEO) resources of the company.
IT-administrator Manages IT infrastructure.
Company Security | Works alongside the ship chief officer/security officer for security
Officer (CSO) pUrposes.
Clerk Has general office tasks.
Shipping Responsible for export logistics, the execution of shipping services

and compliance documentation activities required for in/outbound

coordinator - S
hippir~ activiti~s.

Figure 8. Threat actor sug'gestions.



4.3 Opportunity

Figure 8 shows the template sheet for determining opportunities tied to the phases of the cyber kill chain.
Input to the columns when, where and vulnerability can be based on Figure 9, Figure 10 and Figure 11.

Opportunity can be defined as the presence of a favourable combination of circumstances that makes an action pessible.
Opportunity can therefore be used as an indicator for when and where, and to some extent how, the threat can manifest itself.

Opportunity
Phase Where When Vulnearbility
Reconnaissance
Weaponization
Delivery
Exploitation
Installation
Command and Control
Act on Objective
Figure 9. Table for describing opportunities.
As ships have a changing operational environment, we can divide opportunity into several dimensions. The first dimension is the
spatial dimension, which is another name for location.
Where Description
The opportunity is independent of the physical location, meaning that the
Anywhere vulnerability exposure is stable.
The attack opportunity is first and foremost present when the ship/rig is on
the open sea, isolated from a surrounding infrastructure. Satellite is
typically the primary communication channel. There may be other ships in
Open sea the vicinity.

Close tofalong shore

The ship is in the vicinity of a land-based infrastructure, for instance Wi-
Fi/cell phone range. It is possible for a threat agent to get physically close
to the ship, or even embark it.

Congested waters

The ship is almost constantly close to other ships, but not necessarily close
to shore. Peer-to-peer communication is possible.

At dock

The ship is physically connected to a dock/harbour. Perimeter security may
or may not be available.

River

The ship is sailing up or down a river, similar to “Close to/along shore”.

Land

The attack opportunity resides within a land-based location, such as the HQ
of the shipping company, the VTS center, the dock operations, etc.

PROJECT NO.
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The next opportunity dimension is related to time, and we have exemplified these temporal characteristics below. In many cases, the
spatial and temporal characteristics will be interlinked, for instance sailing on autopilot is usually performed at open sea, while
tugging usually takes place in congested waters. It is possible to have several temporal characteristics for opportunity. For instance,
an attack opportunity arises while the ship is sailing on autopilot but would need at least 10 minutes (window size) to succeed.

When Description
Anytime The opportunity is independent of time.

Sailing on autopilot  |There is an opportunity when the ship is sailing on autopilot.

Manual sailing There is an opportunity when the ship is sailed by a human.

There is an opportunity during operations at sea, for instance during
During operations fishing, drilling, seismic survey, with passengers onboard, etc.

There is an opportunity during ship inspection, which can happen at various

During inspection physical locations (spatial dimension, e.g. close to shore, at dock).
There is an opportunity when the ship is tugged (controlled by another
Tugging boat).

The opportunity arises during unloading/loading operations, which is
Unloading/loading characterised by the ship standing still and invoking loading systems.

The opportunity arises when there is maintenance work being done to the
ship. This could mean that additional people are onboard the ship or they
Maintenance have remote access to the systems.

The opportunity arises at a particular time of the day, for instance during
Daytime/night-time  |night-time when there are fewer people present on the bridge.

Updating There is an opportunity during scheduled or unscheduled data/software
data/software updates, for instance weekly chart updates.
Reporting There is an opportunity when the ship is sending reports to shore.

The vulnerability needs a specific window size to be present, which can be
measured in milliseconds, seconds, minutes, hours, days, weeks, months
or years. For instance, an attack would need at least 10 minutes to possibly
‘Window size succeed.

Figure 11. Temporal dimension.

The third opportunity dimension that we operate with is related to system vulnerabilities. There must be such vulnerabilities present in
order to exploit the system, and we are looking at indicators for this below. Note that many of these indicators are mostly related to
legacy systems, and to a lesser degree, new systems still under design/implementation.

What Description
Age of

system/component  [Time since the hardware system/component was installed on the ship.
Age of

software/updates Age of the software components or last update/patch.

System components with known vulnerabilities, such as computers running
‘with the Windows XP Operating System, which is no longer patched against
Know vulnerabilities  |vulnerabilities.

Time since last update [Time since the last software update (that was installed).
Number of

components Find out how many computers or devices are part of the target system.
Determine the system is segregated from other system, either logically or
MNetwork segregation |physically.

Uncertified system Determine if there are uncertified components of the system that can be
components used as an entry point.
Find out which interfaces connects the system to the environment. For

instance, bridge network interface, USB syncing devices, direct SatLink
External interface connection.

System protection and |Presence of dedicated security software and/or hardware controls, such as

antivirus software 1DS, firewalls, antivirus, packet inspection, etc.

Figure 12. Vulnerability opportunities.
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4.4 Means

The means template sheet is an alternative to the Interactive Resource Cost Model (IRCM) tool described in
D2.1 [2] and Haga et al. [7]. Instead of having to model the resource trees from scratch, a generic setup is
pre-made and only needs cost values and optionally confidence. The values are calculated for each resource,
for each phase and for the total attack. WWhen resource alternatives or phases are irrelevant, the cost cells can
be left blank. Templates for each phase of the cyber kill chain are shown in Figure 12, Figure 13, Figure 14,
Figure 15, Figure 16, Figure 17 and Figure 18.

Total cost 1]
Total
confidence

The means or resources needed to perform at attack is an indicator that improves our threat estimations and helps identify potential threat agents. We utilise resource tree
approach, which is again based on two methods with an already high uptake in the security community, namely the Cyber Kill Chain by Lockheed Martin and attack trees.

Phase Resource Alternative Cost  Confidence

® Investments needed for research, identication and selection of target.

Reconnaissance
Cost 1]

Discovery/inventory

Bribe insider

Confidence

Obtain documentation

Purchase legally

Steal/bribe

Obtain target unit replica

0 Purchase legally

Purchase from underground
Obtain simulation

Additional

Time/other costs

Figure 13. Template for reconnaissance.

Phase Resource Alternative Cost  Confidence
/ Investments needed for coupling a malware (e.g. remote access trojan) with
) an exploit into a deliverable payload, e.g. a media file.

Weaponization

Cost 0 Expose vulnerability

Confidence 0 Purchase vulnerability data

Scan and testing toals

Craft malicious payload

Internal development

Outsource development

Time/other costs

Figure 14. Template for weaponization.



Phase Resource Alternative Cost  Confidence

¥ @ ¥ &

>®‘ Transmission of the weapon to the targeted environment.

N
Delivery

Cost ] Gain access

Over network

Physical presense
Send via mule/insider

Confidence 0

Use container

Purchase COTS device

Develop device

Supply chain

Finance online campaign

Time/other costs

Figure 15. Template for delivery.

Phase Resource Alternative Cost  Confidence

¥ @ ¥ $8

Triggers exploit to install/execute the payload. Ranges from vulnerabilities or auto-
executing features in host's operating system to users triggering execu

Exploitation

Cost ] Disable security

Confidence Trick/fool user

Dedicated attack

Transfer payload

Trick/fool user

Dedicated attack

Time/other costs

Figure 16. Template for exploitation.



Phase Resource Alternative

$ @ ¥
=

Installation of the malware on the victim system, allowing the adversary to

maintain presence inside the environment.

Installation

Cost ] Run dropper/downloader

Cost  Confidence

bt

Confidence 0 Trick/fool user

Bribe

Dedicated attack

Additional

Time/other costs

Figure 17. Template for installation.

Phase Resource Alternative

$ @ ¥

)
[ d

Command and
Control

Cost 0 Use side channel

Establishes a channel for the adversary to access the target environment.

Cost  Confidence

. o

Confidence Mobile network

Radio

Satellite communication

Additional

Time/other costs

Figure 18. Template for Command and Control.

Phase Resource Alternative

¥

Complete attack objective, such as data extraction, break integrity or make
(-\ system unavailable. Alternatively, establish a hop point to compromise
additional systems.

Act on Objective
Cost 0

Cost  Confidence

Confidence

Munitortarget}envimnment |

Transfer data from target

Additional

Time/other costs

Figure 19. Template for Act on Objective.



4.5 Motivation

The motivation sheet contains motivation elements and intents that can be used as input to the threat
summary. Figure 19 and Figure 20 show such suggestions.

Motivation identifies the driver that causes the threat agent to commit harmful acts, which

Motivation again helps identify the nature of the expected harmful actions.
A concept related to motive is intent, which in criminal law is concerned with the purposeful
action the threat agent is willing to carry out
Motivation element Description
Benevolent or harmless intent but with actions that inadvertently cause
Accidental harm.
Coercion Forced to actillegally on behalf of another.
Disgruntlement A desire to avenge perceived wrongs through harm.
Dominance Attempting to assert superiority over another.
A passion to express a set of ideas, beliefs, and values that shapes and
Ideclogy drives harmful acts.
Notoriety Seeking to become well known for harmful activity.
Organisational gain Seeking an advantage of a competitor's organisation.
Personal financial gain Improve one’s own financial status.
Personal satisfaction Fulfilling an emotional self-interest.
Acting without identifiable reason or purpose and creating unpredictable
Unpredictable events.
Figure 20. Motivation elements.
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Intent

Description

Copy

Making an unauthorised copy of an information element. This could for
instance be a list of passengers onboard a ship, which could be a
confidentiality and privacy breach.

Deny

Making an asset or process unavailable. For instance, a ransomware attack
could encrypt the file system of a device so that it cannot be used or
accessed. One could also alter access rights of users so that they are
locked out of the system or flood the network so that communication
ceases to work.

Destroy

Deleting assets (e.g. information or software) or physically breaking a
component so that it cannot be recovered.

Damage

Changes to a system that adversely affects is current or future
performance. For instance, making a rudder run slower than required
could cause navigational mishaps.

Manipulate

Adversely changing information or the behaviour of a system.

Divert

Draw attention away from the real threat or action. For instance, create a
distracting event that would take most of the crew’s attention, possibly
causing strain and lack of resources.

Deceive

Fool the target into thinking that something else is happening. This can be
done during the attack or after. For instance, associate fake IP addresses
to a netwaork attack so that an innocent party gets the blame.

Control

Take full or partial operational contral over a system. For instance,
remotely navigate a ship or utilise a component to attack another part of
the system.

Take

A form of theft that removes the original asset. For instance, transferring
the content of a disk or stealing a bitcoin.

Expose

Give an asset unwanted exposure. For instance, removing the encryption
of a communication channel or publishing a confidential document.

Hide

Hide information or code, for instance removing traces of an attack or
making installed malware invisible to scanning tools.

Unknown

It is not possible to understand the intentions of the threat actor.

5 Conclusion

Figure 21. Motivation based on intent.

This report provides our assessment of the maritime cyber threat landscape based on past incidents, and shows how
to estimate risk for a new design such as the technology related to the CySiMS PKI. The detailed results of the specific
analysis are kept internal to the project participants, while we provide the generic templates that have been

developed and used for this purpose. These can be further developed, for instance with inclusion of reference values
for cost estimates, and applied to other systems with similar context characterisations.
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