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Abstract - Texton is a extensively applied approach for texture analysis. This technique shows a 
strong dependence on certain number of parameters. Unfortunately, each variation of values of any 
parameter may affect the texture characterization performance. Moreover, micro structure texton is 
unable to extract texture features which also have a negative effect on the classification task. This 
paper, deals with a new descriptor which avoids the drawbacks mentioned above. To address the 
above, the present paper derives a new descriptor called Fuzzy Based Texton Binary Shape Matrix 
(FTBSM) for clear variation of any feature/parameter. The proposed FTBSM are defined based on 
similarity of neighboring edges on a 3×3 neighborhood. With micro-structures serving as a bridge for 
extracting shape features and it effectively integrates color, texture and shape component information 
as a whole for texture classification. The proposed FTBSM algorithm exhibits low dimensionality. The 
proposed FTBSM method is tested on Vistex and Akarmarble texture datasets of natural images. The 
results demonstrate that it is much more efficient and effective than representative feature 
descriptors, such as logical operators and GLCM and LBP, for texture classification. 
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Fuzzy Based Texton Binary Shape Matrix 
(FTBSM) for Texture Classification 

P.Chandra Sekhar Reddy α & B.Eswara Reddy σ

Abstract - Texton is a extensively applied approach for texture 
analysis. This technique shows a strong dependence on 
certain number of parameters. Unfortunately, each variation of 
values of any parameter may affect the texture characterization 
performance. Moreover, micro structure texton is unable to 
extract texture features which also have a negative effect on 
the classification task. This paper, deals with a new descriptor 
which avoids the drawbacks mentioned above. To address the 
above, the present paper derives a new descriptor called 
Fuzzy Based Texton Binary Shape Matrix (FTBSM) for clear 
variation of any feature/parameter. The proposed FTBSM are 
defined based on similarity of neighboring edges on a 3×3 
neighborhood. With micro-structures serving as a bridge for 
extracting shape features and it effectively integrates color, 
texture and shape component information as a whole for 
texture classification. The proposed FTBSM algorithm exhibits 
low dimensionality. The proposed FTBSM method is tested on 
Vistex and Akarmarble texture datasets of natural images. The 
results demonstrate that it is much more efficient and effective 
than representative feature descriptors, such as logical 
operators and GLCM and LBP, for texture classification. 
Keywords : texton, micro structure, fuzzy, shape 
component. 

I. Introduction 

exture classification is a fundamental issue in 
computer vision and image processing, playing a 
significant role in a wide range of applications that 

include medical image analysis, remote sensing, object 
recognition, document analysis, environment modeling, 
content-based image retrieval etc. [1]. For four decades, 
texture analysis has been an area of intense research, 
however analyzing real world textures has proven to be 
surprisingly difficult, in many cases caused by natural 
texture in-homogeneity of varying illumination, scale 
changes and variability in surface shape. 

Many researchers have put forward various 
algorithms to extract color, texture and shape features 
for texture classification. Color is the most dominant and 
distinguishing visual feature. Texture features provide an 
important information of the smoothness, coarseness 
and regularity of many real-world objects such as fruit, 
skin, clouds, trees, bricks and fabric, etc. [10], and 
texture based algorithms are also widely used in CBIR 
systems, including the gray co-occurrence matrixes [2], 
 

Author
 
α
 
:
 
P.Chandra Sekhar Reddy Associate Professor, CSE Dept, 

Giet, Rajahmundry, A.P, India.
 
E-mail : pchandureddy@yahoo.com

  

Author
 
σ
 

:
 

B.Eswara Reddy Associate Professor, CSE Dept, Jntua 
College of Engineering, Anantapur, A.P, India. 

 

E-mail : eswarcsejntu@gmail.com
 

Markov random field (MRF) model [3], simultaneous 
auto-regressive (SAR) model [4], Wold decomposition 
model [5], Gabor filtering [6,7] and wavelet 
decomposition [8,9] and so on. Tang [11] demonstrated 
that textural features extracted from a new run-length 
matrix can produce great classification results over 
traditional run-length techniques. Chen etal. Proposed a 
set of statistical geometrical features based on the 
statistics of geometrical properties of connected regions 
in a sequence of binary images. 
 Textures are classified recently by edge 
direction movements [12], classification and recognition 
of handwritten digits using mathematical wavelet 
transforms using first and second order statistics [13], 
skeleton extraction [14] and avoiding complex patterns 
[15]. Fuzzy based methods also proposed in the 
analysis of textures [16, 17], age classification problems 
are also proposed [18, 19, 20] in the literature based on 
texture features. The above methods captured different 
topological configurations and texture properties of the 
image. As a consequence, their performance is best 
suited for the analysis of textures.  
 The term ‘‘texton’’ is conceptually proposed by 
Julesz [21] and it is a very useful concept in texture 
analysis and has been utilized to develop efficient 
models in the context of texture recognition or object 
recognition [22, 23]. The texton [21] has been used in 
several classification problems [24, 25], age 
classification problem, face recognition, image retrieval 
[26]. These methods need high classification rate, which 
is however still an open problem. The present paper put 
forward a new method of Fuzzy Texton Binary Matrix to 
describe texture features for texture classification. This 
method can express the spatial correlation of micro 
structure textons.  

The rest of this paper is organized as follows. In 
Section 2, the proposed methodology is introduced. In 
Section 3, the texture classification performance resulted 
from logical operators, GLCM, LBP and our proposed 
method is compared by conducting two experiments 
over the Vistex texture database of MIT, Akarmarble 
images and those images which come from web. 
Section 4 concludes the paper. 
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II. Methodology Construction of 
Fuzzy Based Text on Binary Shape 

Matrix (FTBSM) of Textures 

 Various algorithms are proposed by many 
researchers to extract color, texture and other features. 
Color is the most distinguishing important and dominant 
visual feature. That’s why color histogram techniques 
remain popular in the literature. The main drawback of 
this is, it lacks spatial information. Texture patterns can 
provide significant and abundance of texture and shape 
information. The proposed method consists of three 
steps which are listed below. In the first step the color 
image is converted in to grey level image by using any 
HSV color model. The following section describes the 
RGB to HSV conversion procedure. 

a) RGB to HSV Color Model Conversion 
 In color image processing, there are various 
color models in use today. The RGB model is mostly 
used in hardware oriented application such as color 
monitor. In the RGB model, images are represented by 
three components, one for each primary color – red, 
green and blue. However, RGB color space is not 
sensitive to human visual perception or statistical 
analysis. Moreover, a color is not simply formed by 
these three primary colors. HSV color space is a non-
linear transform from RGB color space that can describe 
perceptual color relationship more accurately than RGB 
color space. In this paper, HSV color space is adopted.  
 HSV color space is formed by hue (H), 
saturation (S) and value (V). Hue denotes the property of 
color such as blue, green, red, and so on. Saturation 
denotes the perceived intensity of a specific color. Value 
denotes brightness perception of a specific color. Thus 
it can be seen that HSV color space is different from 
RGB color space in color variations. When a color pixel-
value in RGB color space is adjusted, intensities of red 
channel, green channel, and blue channel of this color 
pixel are modified. That means color, intensity, and 
saturation of a pixel is involved in color variations. It is 
difficult to observe the color variation in complex color 
environment or content. However, HSV color space 
separates the color into hue, saturation, and value which 
means observation of color variation can be individually 
discriminated. Based on the above the proposed 
method adopted HSV descriptor for color space 
because it describes colour intensity and brightness’s in 
a significant manner. In order to transform RGB color 
space to HSV color space, the transformation is 
described as follows: 
 The transformation equations from RGB to HSV 
color model conversion is given below  

 

 
Where R, G, B are Red, Green and Blue 

normalized in value [0, 1]. In order to quantize the range 
of the H plane is normalized with value [0, 255] for 
extracting features specifically. 

b) Fuzzy Texton Matrix Detection 
 In natural images, due to the presence of noise, 
different illumination levels and various conversion 
factors, between neighboring pixels of a window 
represent as equal, though they rarely have exactly the 
same intensity value. To avoid this imprecision and be 
able to represent the vagueness within the processes, 
the present paper made use of fuzzy logic and fuzzy 
techniques in deriving fuzzy texton binary matrix for 
classification of textures. To deal classification effect by 
different shape components, with regions of natural 
images perceived as homogeneous by human beings, 
the present paper proposes a Fuzzy Based Texton 
Binary Shape Window (FTBSM) encoding. 
  The present paper labels eight neighbors of a 
3×3 neighborhood using five possible fuzzy patterns or 
values {0, 1, 2, 3 and 4} derived from the fuzzy code as 
depicted in Equation 6 and the fuzzy membership 
function is represented as shown in Fig.1. From Fig.1, 
the element Vi represent the intensity values of the eight 
neighboring pixels on a 3×3 neighborhood, V0  
represents the intensity value of central pixel, x and y are 
the user-specified lag values. 

 

Fig.
 
1

 
:
 
Fuzzy texture

 
number (Base-5) representation

 

 

For example, the process of evaluating fuzzy 
values on a 3×3 neighborhood is shown in Fig.2. 
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Fuzzy Based Texton Binary Shape Matrix (FTBSM) for Texture Classification



 

Fig. 2 : Representation of (a) a 3×3 neighborhood (b) 
fuzzy values (c) set of fuzzy values 

c) Micro Structure Texton Detection 
 Textons are fundamental micro structures in 
texture images and are considered as the atoms of pre-
attentive human visual perception [21]. Textons have 
more powerful description ability than the pixels 
themselves. Texton are defined as a set of blobs or 
emergent patterns sharing a common property all over 
the image [21]. The different textons may form various 
image features. If the textons in the image are small and 
the tonal difference between neighbouring textons is 
large, a fine texture may result. If the textons are larger 
and concise of several pixels, a coarse texture may 
result. If the textons in image are large and consists of 
few texton categories, an obvious shape may result. If 
the textons are greatly expanded in one orientation, pre-
attentive discrimination is somewhat reduced. If 
elongated elements are not jittered in orientation, the 
texton gradients at the texture boundaries are increased. 
To address this, the present study considered fuzzy 
based texton approach is used for classification of 
textures.  The proposed Fuzzy texton approach utilized 
to detect micro-structures blocks from left-to-right and 
top-to-bottom through- out the image.  
 A fuzzy code is applied for overlapped window 
of the texton micro-structure for the construction of 
Fuzzy Texton Binary Shape Matrix (FTBSM). The FTBSM 
is used for detection of shapes for classification of 
textures. In a 3×3 block, if one of the eight nearest 
neighbors has the same value as the center pixel, then it 
is kept unchanged and marked with green color as 
shown in Fig.3(c); otherwise set it to ‘0’. Incase if the 
centre pixel is zero and one of the eight nearest 
neighbors has the same value as the center pixel, then 
these pixel values are also set to ‘1’. If all the eight 
nearest neighboring pixels are ‘0’, then the 3×3 block is 
not considered as a micro structure. The marked pixels 
are treated as micro-structure and this structure is set to 
‘1’. The working mechanism of proposed fuzzy texton 
binary matrix method is illustrated in Fig.3.  

 

Fig. 3 : Illustration of the Fuzzy Texton Binary Matrix (a) 
Original texture image (b) Detection of fuzzy values (c) 

Fuzzy texton mapping process on a 3×3 neighborhood 
d) Fuzzy texton binary image 

d) Fuzzy Texture Features on FTBM 
 The present paper evaluated fuzzy texture 
features for classification of textures based on proposed 
FTBSM. It consists of a 3×3 neighborhood for 
evaluating fuzzy shape components. It has derived five 
different fuzzy shape components named as Diamond, 
Diagonal, Vertical Line, Horizontal Line and Blob on a 
3×3 neighborhood. Each of the fuzzy shape 
components is represented as shown in Fig.4. 

 

Fig. 4 : Representation of fuzzy shape components (a) 
Diamond(b) Diagonal (c) Vertical Line(d) horizontal Line 

(e) Blob 

For the classification of textures the frequency 
occurrences of each of the fuzzy shape component with 
different texture patterns is counted using the Algorithm 
1. The novelty of the present work is it uses only five 
different types of fuzzy shape components using the 
proposed FTBSM. 

Algorithm 1: Classification of textures based on 
different fuzzy shape components on a proposed 
FTBSM. 
1. Read the original Textures Tk, where k=1:n with 

dimension N×M. 
2. Convert color texture image to gray image by using 

HSV as explained in Section  II. 
3. Convert each 3×3 neighborhood of the gray level 

texture image into a Fuzzy values (0, 1, 2, 3 or 4) by 
using fuzzy code as explained in Section II. 
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4. Evaluate fuzzy texton binary matrix using fuzzy code 
and texton as explained in Section II. 

5. Represent the given shape components on a 3×3 
neighborhood,  where i=1 to 5 as shown in Fig.4. 

6. Compute frequency occurrence (FPi) of each shape 
component by convolving the entire texture image 
(Tk). Repeat the procedure for all shape 
components of all texture images. 

7. Compute the percentage of occurrence of each 
shape component (SPi, i=1 to 5) for each of the 
texture Tk, k=1:24.  

 

8. Classify textures using distance function of Step 7. 
9. Calculate the average percentage of occurrence 

(APOi) of each shape component of all textures. 

 
10. A texture Tk will be placed in one of the two classes 

C1 or C2 in the following way. 

                

III. Results and discussions 

To evaluate a good classification based on the 
fuzzy shape components, the present study initially 
computed the frequency occurrences of each shape 
component. The proposed methodology is tested with a 
set of different groups of textures as shown in Fig.6. The 
frequency occurrences of the derived fuzzy shape 
components are counted for all the original textures and 
the results are furnished in Table 1.  

 
 
 
 
 
 
 
 
 
 
 
 
 
 

Table 1 : Frequency occurrences of fuzzy shape 
components on a 3×3 neighborhood of different groups 

of textures 

 

From the results of Table 1, texture classification 
can be done by distance function. By using distance 
function, two textures are similar count the number of 
textures and the result are stored in the training 
database. The present study, classified textures based 
on the proposed method using distance function with a 
lag value.  The distance among all groups of textures 
based on number of frequency occurrences of different 
shape components are calculated and are furnished in 
Table 2. The distance measure of different groups of 
textures is tabulated in Table 2, Table 3, Table 4 and 
Table 5 respectively. The classification group of textures 
with lag value for all textures is shown in Table 6, Table 7 
and Table 8 and Table 9 respectively.  
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Table 2 : Distance measure of five fuzzy shape 
components of Brick group of textures 

 

Table 3 : Distance measure of five fuzzy shape 
components of Granite group of textures 

 

Table 4 : Distance measure of five fuzzy shape 
components of Marble group of textures 
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Table 5 : Distance measure of five fuzzy shape 
components of Mosaic group of textures 

 

Table 6 : Classes of textures for the proposed method 
using lag value of Diamond shape component 

Table 7 :

 

Classes of textures for the proposed method 
using lag value of Diagonal shape component

 

Table 8 :

 

Classes of textures for the proposed method 
using lag value of Horizontal Line shape component

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Table 9 :
 
Classes of textures for the proposed method 

using lag value of Vertical Line
 
shape component

 

Table 10

 

:

 

Classes of textures for the proposed method 
using lag value of Blob shape component
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By observing the results of Tables 6 to 10 the 
following facts are noted down. Table 7 clearly indicates 
that, it shows a uniform distance between each of them. 
The following facts are noted down from the 
classification tables of Table 6 to Table 10. 
• The extracted diamond shape component on the 

FTBSM of Table 6 classified each of the Brick, 
Granite, Marble and Mosaic textures into two 
classes. 

• The extracted diagonal shape component on the 
FTBSM of Table 7 classified each of the Brick, 
Granite and Marble textures into separate class 
only, and it classified the mosaic textures into two 
classes 

• The extracted horizontal line shape component on 
the FTBSM of Table 8 classified each of the Brick, 
Granite, Marble and Mosaic textures into two 
classes. 

• The extracted vertical line shape component on the 
FTBSM of Table 9 classified each of the Brick, 
Granite, Marble and Mosaic textures into two 
classes. 

• The extracted blob shape component on the 
FTBSM of Table 10 classified each of the Brick, 
Granite, Marble and Mosaic textures into two 
classes. 

The facts indicate that a good, precise and 
accurate stone classification is observed by the 
proposed FTBSM using diagonal shape components. 
The proposed method FTBSM also analyzed the 
percentage occurrence of each shape component 
represented in the Table 11. The Table 11 evaluated on 
FTBSM reveals that diagonal shape component 
classifies brick, granite and marble texture images 
accurately. 

Table 11 : Percentage occurrences of each shape 
component with every group of textures 

 

IV.
 

Conclusions
 

The present study created a new direction for 
classification of textures based on texture features 
derived from shape components on a 3×3 
neighborhood. By investigating texture classification 
using different shape components with fuzzy logic the 
present study concludes that diagonal shape 
component contains more classification information 
than other shape components. Based on the 
experimental results the proposed FTBSM method 

concludes that one need not necessarily count the other 
shape components except the diagonal shape. 
Therefore the present study reduced a lot of complexity 
in the selection of shape components for classification 
purpose. 
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