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Abstract 

This paper proposes a fully automated vision-based system for real-time COVID-19 personal 
protective equipment detection and monitoring. Through this paper, we aim to enhance the 

capability of on-edge real-time face mask detection as well as improve social distancing 
monitoring from real-live digital videos. Using deep neural networks, researchers have developed 

a state-of-the-art object detector called "You Only Look Once Version Five" (YOLO5). On real 

images of people wearing COVID19 masks collected from Google Dataset Search, YOLOv5s, the 
smallest variant of the object detection model, is trained and implemented. It was found that the 

Yolov5s model is capable of extracting rich features from images and detecting the face mask with 

a high precision of better than 0.88 mAP_0.5. This model is combined with the Density-Based 
Spatial Clustering of Applications with Noise method in order to detect patterns in the data to 

monitor social distances between people. The system is programmed in Python and implemented 

on the NVIDIA Jetson Xavier board. It achieved a speed of more than 12 frames per second. 
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1- Introduction 

In machine learning and artificial intelligence, deep neural networks have become powerful tools used for various 

applications. Learning from existing examples enables neural networks to approximate functions and dynamics. 

Numerous previous works on image processing enabled by deep learning for various applications [1-13] have been 

proposed in this regard. Different objects have been detected using image processing, for instance, face recognition, user 

identity, skin recognition, human recognition, etc. Automated face recognition has been one of the most researched 

topics in computer vision and biometrics since the 1970s [1, 2]. Recently, deep neural networks have received great 

attention for face recognition [3, 4]. Generic object category detection is defined as determining whether there are 

instances of objects from predefined categories or not. Once it exists, the spatial location and extent of each instance are 

returned [5]. Many approaches have been proposed to detect faces, parts of faces, and features of faces [6–12]. A novel 

reverse engineering approach is used to detect which facial features are critical for users’ identity and to use these 
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features as eye prints [6]. Recently, deep learning techniques have developed as incredible strategies for gaining 

highlight portrayals naturally from information [7, 8]. Specifically, these systems have given significant upgrades in 

object identification. Profound learning has changed a wide scope of the AI era, from picture order and video handling 

to discourse acknowledgment and common language understanding [9, 10]. 

The Coronavirus Disease 2019 (COVID-19) emerged suddenly in 2019 and has had an impact around the world. As 

of December 25, 2021, approximately 279 million people have been infected and over 5.4 million people have died [11, 

12]. According to studies and health experts, wearing preventive tools like face masks and social distancing can help 

control COVID-19 virus spread [13]. However, people normally break these preventive tools and protocols. This in-

turns reflected in national lockdowns in countries from time to time to avoid virus spikes and accelerate infection rates. 

To manage this issue, AI technology provides great solutions through computer vision [12, 14]. In this regard, computer 

vision has been used to detect the use of face masks [15, 16, 17]. However, most of these studies addressed the detection 

of the mask without paying attention to the correct use of the mask [12]. Moreover, most of the proposed models in the 

literature are either used for mask detection or person detection for social distancing [18-21]. Therefore, the proposed 

solution in this paper addresses the gaps in the literature where a single deep model is used to detect the people and the 

face masks. Moreover, the distance between people is computed in order to produce a warning whether the people are 

safe or not due to the coronavirus. To the best of our knowledge, we are the first to train a model to detect four objects, 

namely; " face with mask", "face without mask", "Person", and "face with incorrect mask", which enabled us to deploy 

the model on the real-time AI Jetson board. 

In this work, a dataset of images that have four different objects (face with mask, face without mask, incorrect mask, 

and persons) is collected to train and evaluate deep models. This research aims to provide on-edge technology for face 

mask detection in digital videos. Deep neural network research has recently led to the creation of a state-of-the-art object 

detector called You Only Look Once version five (YOLO5) [22]. This paper builds a dataset of 2.4K source images of 

the four classes (face with mask, face without mask, incorrect mask, and persons) and evaluates the latest object detection 

algorithms, focusing on YOLOV5s. The results of the Yolov5s model show that the Yolov5s new network models can 

extract rich face mask features from images and detect the face mask with a high precision of better than 0.88 mAP. The 

two key preventive measures against the spread of COVID-19 are: (1) use of protective equipment (masks) and (2) 

social distancing. 

In particular, being able to identify places/areas with a high concentration of people not following the 

recommendations could help governments predict potential risk/outbreak places and act more precisely/locally and 

timely—instead of constantly warning the whole country via the mainstream media (which causes negative side effects, 

including panic). The solution is designed as a series of successive modules, which identify people on images obtained 

from surveillance/ip/usb cameras and then inspect if that person wears a mask, gloves, etc. For these purposes, advanced 

deep learning procedures and architecture have been proposed and tested: 

The main contributions of this paper are: 

 Utilizing the state-of-art deep object detection model (YOLOv5s) to detect four objects: face with mask, face 

without mask, incorrect masking, and persons in digital real-time video; 

 Detecting the social distancing based on DBSCAN method; 

 Deploying the models on real-time AI Jetson board. 

2- YOLO 

You Only Look Once (YOLO) is a new technique for detecting objects [23]. When using YOLO, you can locate 

objects instantly [24]. YOLO divides the input image into N grids, each with an SxS dimension. Detection and 

localization of objects are handled by each grid. Based on the convolutional feature extractor, Yolo predicts bounding 

box coordinates directly. To enhance YOLO's performance, several versions, such as 2015's YOLO, 2016's YOLOv2 

and YOLO9000, 2018's YOLOv3, 2020's YOLOv4, and YOLOv5, have been developed [22]. The model architecture 

remains like that of YOLOv4. It primarily relies upon PyTorch training procedures to improve its performance. YOLOv5 

support is easier, and deployment is simpler. One of the major improvements in YOLOv5 is the augmentation of mosaic 

data with bounding boxes [25, 26]. Yolov5 is available in a variety of sizes: YOLOv5s, YOLOv5m, YOLOv5l, and 

YOLOv5x. It has been written in PyTorch first rather than Darknet, so it is easier to support and deploy. YOLOv5 has 

better performance than YOLOv4 in terms of speed, accuracy, and size [27]. 

3- Hardware 

This section presents the main components of the hardware used in this study, which are: 

 NVIDIA® Jetson Xavier; 

 A digital camera; 

 MicroSD card (64GB). 
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The main component is the NVIDIA Jetson Xavier, shown in Figure 1. NVIDIA® Jetson is the world's leading 

platform for AI at the edge. Its high-performance, low-power computing for deep learning and computer vision makes 

it the ideal platform for compute-intensive studies. It is possible to develop multi-modal AI applications using the 

NVIDIA Jetson Xavier NX Developer Kit in as little as 10 W. Additionally, cloud-native support is available [28]. 

 

Figure 1. NVIDIA Jetson Xavier [28] 

4- Face Mask Detection Model Implementation 

Figure 2, shown below, exhibits the main steps of the proposed detection model implementation procedure. The three 

main steps in the process are (1) data preparation: for gathering, preprocessing, annotating, and augmenting photos to 

provide a dataset for training, assessing, and testing the YOLO model; (2) model implementation: used for choosing a 

deep learning model (Yolov5s), training it on both the training and validation datasets, and evaluating it on the test 

dataset; and (3) model inference: for detection models that are implemented in the real world. 

 

Figure 2. Block diagram of the face mask detection model implementation 
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4-1- Data Preparation 

The proposed detection model aims to detect the face mask and social distancing in real-time. Yolov5s is 

implemented and trained on real-face mask people's images that are collected from Google Dataset Search. Thus, it can 

be deployed on-edge to detect face-masked people on the streets using digital cameras. The preparation of the data phase 

includes the processes of image acquisition, annotation, and augmentation. 

4-1-1- Dataset Collection 

A set of more than 1K source images from a well-known dataset on kaggale.com to build our training model has been 

collected. Among the selected images, there were 112 images used for validation and 69 images used for testing. All 

images are high quality with a dimension of 1094 1459. 

4-1-2- Annotation, Pre-processing, Augmentation 

Face mask images in the original images were labeled using Roboflow. 1000 different face mask images were 

annotated with four different classes, namely “with mask”, “without mask”, “Person”, and “incorrect”. A computer 

vision platform (Roboflow) is used to construct the dataset, which is divided into training, validation, and testing 

datasets. All images were resized to 800x600 and have been augmented to generate enough images for the detection 

model. 

4-2- YOLOv5 Model Implementation 

Object detection is one of the most important problems in computer vision as it helps in recognizing where things are 

presented in an image as well as classifying them. The YOLO (You Only Look Once) algorithm was introduced in 2015 

with a novel method of object reframing. YOLO has been upgraded into five versions and is rated as one of the best 

object identification algorithms by merging several of the most original ideas from the computer vision research field. 

YOLOv5s, the latest version of YOLO, is the fifth generation of YOLO. YOLOv5s was created after YOLOv4. 

However, the YOLOv5 outperforms the YOLOv4 in terms of speed and accuracy [27]. The proposed approach uses 

YOLOv5s as the object detection model. Figure 3 depicts the flowchart of the paper. 

 

Figure 3. Proposed flowchart for face mask and distance detection 

Figure 3 illustrates the flowchart of the face mask and distance detection. The first step of the system is capturing a 

frame from the input video, and then the YOLOV5s model detects the bounding boxes for four different objects. In this 

paper, the YOLOV5s model was trained to detect four different objects, namely “face with mask”, “face without mask”, 

“person”, and “face with incorrect mask”. After detecting these objects, DBSCAN (Density-Based Spatial Clustering of 

Applications with Noise) is used to determine the distance between persons to detect social distancing. Then it is used 

to cluster people where the minimum sample is 2 and the distance threshold is 1.5 meters. 

4-3- Model Evaluation 

4-3-1- Experimental Platform 

YOLOv5s model was trained and evaluated in this work for detecting the four classes on Tesla K80 GPU that has 

Linux-5.4.104+-x86_64-with-Ubuntu-18.04-bionic operating system where a Python version 3.7.11 is installed. 

4-3-2- Model Evaluation Indicators 

The following are the evaluation metrics that were utilized to assess the model: 

(a) Precision is a metric that measures a network's ability to recognize targets accurately at a single threshold [1]: 

Precision =
True positi ve

Actual Results
 𝑜𝑟

Tp

Tp+Fp
  (1) 
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(b) Recall is a metric for how well a network can detect its target [1]: 

Recall =
Face mask positive

Predicted Results
 𝑜𝑟 

Tp

Tp+Fn
  (2) 

(c) Intersection over Union (IoU) is a technique for comparing two arbitrary shapes, such as object widths, heights, 

and location in the original region, using two boxes. This will test the object detector's precision on a specific data set 

[1]. In this study, we use mAP_0.5 to evaluate the model where 0.5 means the IoU threshold. 

IoU =
Area of Overlap

Area of Union 
  (3) 

(d) Average Precision is a method that combines recall and precision for the whole ranking [2]: 

𝐴𝑃 =
1

|𝐶𝑙𝑎𝑠𝑠|
∑

𝑇𝑃(𝑐)

𝑇𝑃(𝑐)+𝐹𝑃(𝑐)𝑐∈𝑐𝑙𝑎𝑠𝑠   (4) 

(e) Mean Average Precision (mAP) it is determined by calculating the mean AP across all courses and/or overall 

IoU thresholds [3]: 

𝑚𝐴𝑃 =
𝐴𝑃

𝑇𝑜𝑡𝑎𝑙 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑐𝑙𝑎𝑠𝑠
  (5) 

where, Tp are the Bounding Boxes (BB) having an intersection over union (IoU) greater than 0.5 with the ground truth 

(GT), Fp, two cases (a) BBs where the IoU with GT is less than 0.5; (b) BBs where the IoU with a GT has already been 

discovered, Tn, there are not true negative, the image are expected to contain at least one object, Fn, those images were 

the method failed to produce a BB. 

5- Results and Discussion 

5-1- Performance Metrices 

Yolov5s model has achieved a mAP_0.5 of 0.88. The model is trained for 100 epochs as in Figure 4. As shown in 

the figure the mAP_0.5 became steady after epoch number 40. Such a result indicates a fast-training speed capability of 

the proposed model. Each epoch has 2.5k images. 

 

Figure 4. Yolov5s model mAP_0.5 vs epochs 

Figure 5 shows the overall precision of Yolov5s model. As shown, the precision is about 0.84 which is acceptable 

for real-time use. The precision becomes steady after epoch 40. This indicates that the training was quite enough to 

achieve accurate results. 
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Figure 5. Yolov5s model precision vs epochs 

Figure 6 shows that Yolov5s model achieved a recall of 0.89. This means that the number of true positives classes is 

high. The recall became steady after epoch 45, which indicates that the training succeeded to find a high number of true 

positives results using fewer epochs. 

 

Figure 6. Yolov5s model Recall vs epochs 

Figure 7 shows the percentage of class loss during the training process. As shown from the figure, there is an inverse 

correlation between the number of epochs and the class loss. It is an evident that the train class loss is below 0.01 at 

epoch 40 and has a well convergence as low as 0.005 at the end of training. 
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Figure 7. Yolov5s model training class loss vs epochs 

Figure 8 shows the percentage of object loss during the training process. Train object loss represents the number of 

incorrectly detected objects. As observed from the figure, the train object loss is inversely proportional to the number of 

epochs. Eventually, the object loss achieved was about 0.005. 

 

Figure 8. Yolov5s model training object loss vs epochs 

Figure 9 shows the percentage of class losses during the validation process. As shown in the figure, there is an 

inverse correlation between the number of epochs and the class loss. Eventually, the number of class losses was about 

0.005. 
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Figure 9. Yolov5s model validation class loss vs epochs 

Regarding the class loss and object loss in both the training and validation processes, both are almost the same. This 

indicates there is no overfitting in the model as the results of the training and validation processes converged to same 

value at the end of the training. 

The average results for all classes are displayed in Table 1. As an illustration, the class "with mask" attained 88 

percent precision, which is adequate for observing people's commitment to safety. The mAP is calculated over different 

thresholds. Overall, the mAP averaged about 87 percent. In other words, the proposed approach has a high level of 

accuracy and can be applied in real-time. 

Table 1. Average results for all classes 

Class Precision Recall mAP@.5 

Incorrect 0.979 1.00 0.993 

Person 0.816 0.793 0.82 

With mask 0.879 0.854 0.893 

Without mask 0.696 0.925 0.754 

 AVG = 0.843 AVG = 0.893 AVG = 0.865 

5-2- Yolo Model Latency 

The model was tested on Tesla k80 GPU. The total time for all images was 1.913 s. The maximum time was 0.026s. 

The minimum time was 0.017s. The YoloV5s approach can therefore achieve 35 frames per second (FPS), making it 

suitable for real-time applications. 

5-3- Social Distancing 

Face mask detection and social distance monitoring were developed based on a deep learning model for the COVID-

19 scenario. By combining YOLOv5s object identification with DBSCAN (Density-Based Spatial Clustering of 

Applications with Noise) clustering, we were able to identify patterns in the data. 

DBSCAN detects social distance between individuals and checks if a predefined "distance parameter" was 

maintained. This unsupervised learning technique groups comparable points together. There is no need to specify the 

number of clusters prior to training. It can also ignore noisy or outlier points while creating clusters. People are grouped 

into clusters based on the midpoints of their bounding boxes. The minimum number of points in the cluster is set to 2, 

and the distance parameter is set to 150cm, since social distancing is evaluated between a minimum of two individuals. 

Individuals are grouped together if the distance between them is smaller than the distance parameter. Cluster members 

are separated by red lines, and people who are too close together are bound by blue boxes if the spacing is less than the 

distance parameter. A green box will surround the image of a person if it does not belong to a cluster. 
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5-4- Comparison 

To find out the validity and effectiveness of the proposed model for the face mask detection task, the results have 

been compared with those from YOLOv3, YOLOv4, and tiny YOLO v4 as shown in Table 2. 

Table 2. Comparison between the proposed model with other models 

Reference Model No. of Objects Dataset size mAP 

The proposed YOLOv5s 4 2.5 k 0.88 

Jiang et al. (2021) [12] YOLOv3 3 7.4 k 0.86 

Kumar et al. (2022) [29] YOLOv4 4 52 k 0.67 

Takimoto et al. (2021) [30] tiny YOLO v4 4 52 k 0.57 

6- Conclusion 

In this paper, a completely automated vision-based system for the real-time identification and monitoring of COVID-

19 personal protection equipment is proposed. The purpose of this study is to enhance social distance monitoring from 

live digital recordings and to strengthen the capability of cutting-edge real-time face mask detection. You Only Look 

Once version five (YOLO5) is a cutting-edge object detector that was created as a result of recent deep learning research. 

The YOLOv5s object identification model, the simplest variation, is trained and used using actual images of people 

wearing COVID19 masks that were gathered through Google Dataset Search. A dataset is used in this work to train and 

evaluate Yolov5s. The Yolov5s model's findings demonstrate that the new network models from Yolov5s are capable 

of extracting detailed face mask characteristics from images and accurately detecting faces with an accuracy of more 

than 0.88 mAP 0.5. Then, using YOLOv5s and the Density-Based Spatial Clustering of Applications with Noise 

technique, patterns are discovered in the data to track social distance between individuals. The NVIDIA Jetson Xavier 

board is used to implement the Python-based system. More than 12 frames per second were accomplished. 
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